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In tro duction

Our mistake lies in suppsing that things
present themselvesas they really are, names as
they are written, people as photography and psy-
chology give an unalterable pictur e of them. But
in reality this is not at all what we ordinar-
ily perceive. We see, we hear, we conceive the
world in a lopsided fashion.
Marcel Proust, La Fugitive
Is there a logic of perception? And if there is, how is it related to the semartics and
pragmatics of perception reports? These are the main questions we will address
in the presert essy. Inspired by Marr 1982 we shall argue that perception is
approximativ e in many ways, and should hence allow for failure and correction.
Consequetly, the description of perception should also be retractable.

This position has beendefendedmaore often, but it still posesmany interesting
challenges. These are perhaps best exempli ed by a passagefrom Proust's La
Fugitive.

| openedthe Figaro. What a bore! The main article had the sametitle as
the article which | had sert to the paper and which had not appeared. But
not merely the sametitle ::: why, here were seweral words that were absolutely
identical. This was really too bad. | must write and complain. But it wasn't
merely a few words, it was the whole thing, and there was my signature::: It
was my article that had appeared at last! But my brain which, even at that
period, had beginto shaw signsof ageand to tire easily, cortin ued for a moment
longer to reasonas though it had not understood that this was my article, like
an old man who is obliged to complete a movemert that he hasbegunevenif it
has becomeunnecessaryeven if an unforeseenobstacle, in the face of which he
ought at onceto draw bad, makesit dangerous. (Penguin Classicsed., p. 579)

When looking at the newspayer, the writer must have seensomething; but what
kind of object did he perceive? Whatever he sav approximated the real newspayer;
yet, how do such approximations "gure in the description of what he sav? Had
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he beenlesspreoccupied, he would have noticed his article right away. Indeed, we
normally do not expect gross misperception; so, what is the precisenature of this
expectation?

In chapter 3 we try to clarify theseissuesby meansof logico-semartical tech-
nigues. The logic proposedis abstracted from Marr's cognitive theory of vision,
whencethe name: logic of vision. Implicit in Marr's theory is a notion of partialit y
as lack of structure. For models which are partial in this sense,it is natural to
represernt reality as a ‘regulative ideal’; i.e., a limit to which all understructured
approximations cornverge. On the linguistic side, the approximativ e nature of per-
ceptionis incorporated by meansof so-called Ttered' or “conditional’ quanti cation.
This is a resourcebounded form of quanti cation, which generalisesthe algebraic
approad in Halmos 1952

Chapter 4 shows how conditional quanti cation provides the semarical core
of direct perception reports. On our view, the semariics of these reports should
apply under both normal and abnormal circumstances,and may hencefail to be
veridical (correct, successful);the truth of a perception report neednot imply the
truth of its complemen. Normality, we hold, is rather a pragmatic issue,having to
do with our expectation that direct perception reports are stable: truth relative to
an approximation is presened under re nement of information. We shaw that for
“positive' descriptionsit is equivalent to assumeveridicality, or to assumethat the
semariics of a perceptionreport is stable. Consequetly, we are able to formalise the
pragmatics of direct perception reports by supplemering their semarical corewith
a defeasiblerule stating the pragmatic expectation of stability. The combination
of semartics and pragmatics implies veridicality for suitable descriptions. On the
logical side we shall argue that the (in)v alidity of inferencesdependson context. It
is shawn in particular how the logic of perception varieswith the resourcesavailable
for conditional quanti cation. The chapter endswith comparing partial objects in
logic of vision with the pegsdeveloped in Landman 1986

Before preseriing our theory, chapter 2 outlines its desideata: What are the
characteristics of perceived objects? Which (non)-inferencesshould the system be
able to analyse?We prepare the ground for logic of vision by shaving how simpler
alternativ esfail. Here we also discussGrice's view on perception, whosedivision of
labour betweensemartics and pragmatics is similar to ours (Grice 1961).

The last chapter, chapter 5, views logic of vision in the light of suggestionscom-
ing from psycdology, linguistics, and philosophy. Firstly, we useneuropsydological
studies of agnosiato indicate that the hierarchical model put forward here receives
some support from experimental data. Secondly we indicate how the model en-
ablesa study of the sematrtics of evidertialit y; i.e., the linguistic meansto indicate
di®erert sourcesof information. Finally, we sketch how logic of vision o®ersa fairly
detailed formalisation of Husserl'stheory of perception.

In the long run, our ambition is to understand the workings of natural discourses
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in terms of conditional quanti cation on rich models. The idea would be that a
text changesthe resourcesof conditional quanti ers as it goes along, and hence
determines what conceptsand objects are available at a certain locus. Here one
could adopt instrumentalism, as once suggestedby Lewis: “In order to say what a
meaning is, we may rst ask what a meaning does, and then "d something that
doesthat." (Lewis 1972 173). Instead, we think it is crucial to develop models
with geruine predictive power basedon psydological and philosophical insights. It
is our hope that this will leadto a better understanding of our semartic capacities.
This essg aimsto be a rst stepin that direction.®
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Direct perception

This article is concernedwith direct visual perception and its description. Direct
perception reports can take seweral forms; e.g., the “simple’ perception in (1), the
naked in nitiv e form in (2), the gerundive form in (3), and the complemerised
form in (4).

(1) Jadk saw Sharon.

(2) Jadk saw Sharonwash her face.

(3) Jadk saw Sharonwashing her face.

(4) Jadck saw that Sharonwashedher face.

There are subtle semariic di®erencesetweenthe perception reports: sertence (1)
describesthe perception of objects, (2) and (3) that of sceneswhile (4) givesthe
informational content of what is seen. Also, (1-3) report on what is seendirectly,
whereas(4) may state a conclusioninferred from what is actually perceived. The
di®erencebetween (2) and (3) is aspectual; (2) concernsa nished action, (3) an
ongoing one.

These di®erencesmanifest themseles in the restrictions placed on the main
ingredients involved in the interpretation of perception reports; namely, (i) visual
information, (ii) the semaric content of a report, and (iii) part of objective reality.
Direct perception reports, in particular, require an immediate link between visual
information and the semariic content of a report. Since elds of vision normally
represert part of objectivereality, this link may closelyconnectreality and semartic
cortent, too; but a connectionis not necessary

From the fact that we considervisual perception, one should not concludethat
generalisationto the other modalities is straightforward. For example, although it
is possibleto describe hearing and feeling by meansof a naked in nitiv e report, as
in (5) and (6), it seemsimpossibleto use(7) and (8) for the description of smelling
and tasting.

(5) Jadk heard his mother call.
(6) Jac felt the earth shake.
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(7) “Jack smelledthe soup burn.
(8) “Jack tasted the water ° ow.

Perhaps these obsenations are connected with Viberg's lexical hierarchy of the
“v e sensemodalities (Vib erg 1984, which is usedto explain the lexicalisation of
perception verbs.

(9) sight > hearing > touch > smell
taste

The ideais that languagesmay have a perception verb extending to the right, e.g.,
describing touch, smell, and taste, while having separate meansto describe the
modalities higher up, e.g., hearing and seeing. The hierarchy suggeststhat the
modalities which are connectedto more recertly dewveloped parts of the brain take
over from the modalities connectedto the earlier parts in detecting the processes
and everts described by NI reports. The “lower' modalities are then mainly usedto
detect states. If this is correct, the di®erencesmay be clari ed by basing semartics
for perception reports on the appropriate cognitive theories.

In what follows we rst concerrate on the perception of objects, as described
by (1). Next, this is generalisedto the perception of scenesas described by naked
in nitiv e reports suc as (2).

1 Perceiving objects

One of the most basic questionsin developing the logic of direct perception reports
is: what kind of objects are presumedin their interpretation and use? Our view on
the matter is that they are “threads'. Threads are a specialkind of total object; they
arethe ‘limits' of sequencesf partial objects, which occur in various approximations
to scenesij.e., parts of the world in which objects stand in certain relations to eath
other (Barwise and Perry 1983 185).

Although we work within a new framework, our approac can be seenasa con-
siderablere nement of the treatment of perception reports in situation semarics.
This will becomeclear in a critical overview of existing proposals,in which we de-
velop our notion of object. Here, we use hallucinations and illusions to argue for a
distinction between material and perceived objects. As a consequenceperception
could fail to be veridical. Next, the more subtle issue of misperception shaws that
normally a perceived object approximates a material one (sinceit lacks most of its
structure), and that despite changeof approximations we are still ableto keeptrack
of oneand the samematerial object. The partial nature of approximations is cashed
out as a loss of certain logical principles. Finally, we usethe insights obtained to
de ne our notion of an object, and move on to the slightly more complicated case
of scenes.
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1.1 Simple objects

Realismin its most naive form holds that there is no di®erencebetweenthe objects
perceived and material objects. Accordingly a naive realist is justi ed to hold that
visual perception is a relation betweentwo objects: a perceiver and a thing per-
ceived. This correspondsto the meaning of transitiv e see, found in logic primers, as
arelation on a domain of objects. For example, (10) means(11), or its mereological
variant (12).

(10) Robert-Jan saw Tine

(11) S(r;t)

(12) 9t°. t[S(r;tY]

If (10) is interpreted as (12), it is true i® Robert-Jan sav a part of Tine.

In our opinion, (11) and (12) are a far cry from capturing all niceties of (10).
For one, they remain silent as to when the see-relation between objects obtains.
This is in generala subtle matter whereit is not always clear where the boundaries
lie betweensemartic truth-conditions and pragmatic considerationsof normality.

Supposeone knows (i) that the personstanding in front of you is Tine, and (ii)
that (part of) Tine occurswithin Robert-Jan's eld of vision. Giventhis much, does
it make senseto report (10)? It depends. Plainly, Robert-Jan should seesomething
for (10) to betrue. Its truth even seemsto require that Robert-Jan's perceptions
approximate something which looks like a female. But there are abnormal circum-
stances (hallucinations, illusions, misperceptions) where this is lessclear. So the
guestion is: where does pragmatics take over from semartics?

Grice's work has made us sensitive to the often vague borderline between se-
mantic and pragmatic inference. We should not decidetoo quickly to introduce a
complicated semartics for certain parts of language,for someinferencesmight be
explained on the basisof a fairly simple semarics supplemenred by general prag-
matic maxims governing the exchangeof information. Grice's pragmatic analysesof
the classicalconnectivesare a casein point (cf. Grice 1989 chapter 2{4). Reasoning
along these lines, one should consider whether the semartics of (10) might be the
unlikely (11). Perhapsits consequencdhat Tine is part of what Robert-Jan sav
is pragmatic, basedon this simple semariic core. If so, existertial generalisation
implies that we should be able to useany property of a perceived object to give a
true but perhapspragmatically unacceptabledescription of it. But, is this so? For
instance, looking out of your window, could you report (13), meaning (14)?*

(13) | seea globe turning around the sun.

(14) 9x[globe-turing-around-the-sun(x); S(i; x)]

1Here and in what follows we use 9 as a relation between two sets rather than as a property of
sets; whence we write "9x[; A]' instead of: “9x[' ~ A]. For this format, existential generalisation
becomes: from * (t) and A(t) infer 9x['; A].
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Its apparent queernessshould then be explained, say, by meansof the maxims of
quartit y and of quality.? For example, the more general statemert that you seea
globe is certainly lessinformativ e then describing the hills, birds, and forests you
happen to perceive from your window. Nevertheless,we think this pragmatic route
to salvagethe simple semartics of (13) is blocked: under the circumstancessketched
(13) is falserather than true but odd. Apart from its pragmatic shortcomings,there
is the strong semariical suggestionthat one should at least seea globe rather than
just a perhaps uncharacteristic part of it. A similar discrepancy between what
is seenand how it is described may occur when seeingTine (e.g., if you seethe
landscape of her skin using a macro-lens).

Although theseremarks are far from conclusive, we take them asindicating that
naive realism as formalised above is too simple. In chapter 4 we presert a more
complex semartics and a formalised pragmatics to deal with direct perception re-
ports. Yet, the di®erent ways in which the use of simple objects in naive realism
fails gives a clear picture of what has to be accomplishedby a more promising
analysis. For this reason,we show that naive realism doesnot do justice to hallu-
cination, misperception, and, perhaps most important of all, partial or incomplete
perception.

1.1.1 Hallucination, illusion

Visions and hallucinations make particularly clear that a logic of perception needs
more than just material objects; it also needsperceived, possibly non-material ob-
jects. So,for a short while let us give room to two personswho have described some
particularly lively visions.

The Dutch mystic Hadewijch wrote her fourteen visions in the late thirteenth
certury. Shereceived her sewerth vision early one morning in Whitsuntide while
singing matins in church. This is what she saw:

Then He approaced me, now in the form of the man that He was when He
o®eredus for the rst time His body, handsomeand charming, with a coun-
tenance of rare beauty, and with the submissive demeanorof one who belongs
totally to another. Then He gave himself to me in the customary manner of the
sacremen, and then gave me to drink from the goblet: that tasted and seemed
as usual. Then He approadced closeto me, took me completely in His arms,
and pressedme to Him. All my limbs felt His to their total satisfaction, as my
human heart desired. Likewise,| had the strength to bear this, but all too soon
| beganto losesight of the sowonderfully handsomeman, and | sawv him fading
and melting away till | could no longer perceive Him near me, and with me |
could not distinguish Him from myself. At that moment | had the feeling that

2Recall that the maxim of quantit y states: “1. Make you contribution asinformativ e asis required
(for the current purp osesof exchange); 2. Do not make your contribution more informativ e than
is required.’ The second speci ¢ maxim falling under quality may also be applicable: ‘Do not say
that for which you lack adequate evidence.' (Grice 1989, 26{27).
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we were one together, without distinction. All this was real, visible, palpable
and tastable: : : 3

As religious ecstasy fear combined with ambition may also have a lib erating e®ect
on one's senses.These are the re°ections of a Thane of Glamis and Cawdor eager
to becomeKing of Scotland:

Is this a daggerwhich | seebefore me,

The handle toward my hand? Come, let me clutch thee:

| have thee not, and yet | seethee still.

Art thou not, fatal vision, sensible

To feeling asto sight? Or art thou but

A daggerof the mind, a false creation,

Proceedingfrom the heat-oppressedbrain?

| seethee yet, in form as palpable

As this which now | draw.

(Shakespeare, Macketh, act 2, scenel, 32{40)

To account for visions and hallucinations a naive realist is hard-pressed. Some
philosophers have even used such phenomenalor more mundane oneslike sticks
which look bent in water,[to argue that perceived objects are ertirely mertal.
This argumert from illusion beginswith the obsenation that we perceive a mate-
rial object from a certain perspective under certain physico-psydiological conditions.
(Self-consciousMacheth furnishes a particularly apt example.) In fact the appear-
ancesof an object change with our perspectives and conditions to such an extent
that the various properties it has over time are mutually incompatible with ead
other. (Hadewijch even experiencedtwo objects merging to becomeone.) This
would meanthat the properties are not part of the material object itself. But if not
material, they must be mental.

Like Ayer 1971 188-9, and Hintikka 1969 among others, we don't think this
reasoningis particularly corvincing. The fact that the appearanceof an object de-
pendson a perceiwer is not suxcient to concludethat perceived objects are ertirely
mental. According to Marr, the correct answer to the argument from illusion|using
sticks in water|should be

:::that usually our perceptual processingdoesrun correctly (it delivers a true
description of what is there), but although ewolution hasseento it that our pro-
cessingallows for many changes(lik e inconstant illumination), the pertubation
due to the refraction of light by water is not one of them. And incidentally,
although the exampleof the bent stick hasbeendiscussedsinceAristotle, | have
seenno philosophical inquiry into the nature of the perceptionsof, for instance,
the heron, which is a bird that feedsby peding up sh rst seenfrom above
the water surface. For such birds the visual correction might be presen.

3This translation is taken from the booklet "De Materie; Louis Andriessen/R obert Wilson '. Part
two of this opera is based on Hadewijch's seventh vision.
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However, illusions do justify a more modest position which distinguishes between
total material objects and partial perceived objects. Then perception becomesa
relation betweena perceiver and possibly non-material objects perceived. To argue
for this distinction, Ansconbe usesan analogy with aiming (Anscombe 1981 10,
17). A man is aiming at a dark patch in the foliage, but “that dark patch against
the foliage was in fact his father's hat with his father's headin it'. Normally one
is allowed to say that the intentional object of his aiming is the dark patch, while
the material object is his father's hat (or even just his father). But there is no
such relation betweenthe intentional and the material object in casethe man is
hallucinating. Mutatis mutandis the sameis true for the perceived and the material
object, whenewer perception is normal and attentiv e.

1.1.2 Veridicalit y

Let us call the logic which results from using domains of quanti cation with both
material and perceived objects “adjusted realism'. In this logic there are at least
two ways to generaliseexistertially, which correspond, for example, with having
formal analoguesof the contrast between (15) and (16).

(15) .
Hadewijch sav a man

Someman-like object was seenby Hadewijch

(16)
Macbeth sav a dagger

Somematerial daggerwas seenby Macbeth

In the literature, inferenceslike (16) have been called veridicality , suaess or cor-
rectness The cortrast between(15) and (16) results from the fact that a man and
a dagger may respectively quantify over perceived and over material objects. Ac-
cordingly, to adopt the distinction amourts to assuming,aswe will do, that simple
perception reports may fail to be veridical.

There is an interesting parallel betweenadjusted realism and Grice's analysis of
perception reports, in that Grice's analysisis also basedon a semariic core that
may fail to be veridical (Grice 1961). Veridicality is rather ensuredby pragmatic
principles that govern normal corversation. In particular, he proposesto analyse
such statemerts as (17) by meansof propositions of the form (18).

(17) Jadk saw Sharon.
(18) x looked P to Jack.

Here (18) is a “sense-datumstatemert' describing the properties P of x as seen
by Jadk. One could object that statemerts like (18), other than (17), are often
usedwhen one doubts or deniesthat x hasproperty P (Grice calls this the D-or-D
condition). Although Grice admits that this useis most common, he warns against
taking this as a matter of semarics. Instead he suggeststhe use should

:::be explained by referenceto a generalprinciple governing the useof language.
Exactly what this principle is | am uncertain, but a rst shot would be the
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following: "One should not make a weaker statemert rather than a stronger one
unlessthere is good reasonfor so doing'.

This passageseemsto cortain the st formulation of a maxim of corversation.?

In many ways the semariics preserned in chapter 3 canbe seenasa formalisation
of Grice's view (this is surprising since we take Marr 1982 as point of departure).
We too will baseour semartics on weak, possibly non-veridical statemerts, which
correspond directly with those of form (18). Further, we alsoclaim that veridicality
arises from a defeasible pragmatic principle; namely: one expects that what is
perceived will remain the caseunder re nement of perceptual information. But
this pragmatic rule formalisesan insight from cognitive psychology,® not from the
theory of corversation.

Adjusted realism is not yet rich enough to causethe failure of principles other
than veridicality which are due to the partialit y of direct objects. It alsoraisesthe
guestion of how material objects and perceived objects are related to ead other.
Misperception is most suitable to throw light on this matter.

1.1.3 Misp erception

Misperception is more interesting than hallucination; not only does it enforce a
distinction between material and perceived objects, it also makesoneto consider
the relation betweenthem. It is especially important to accourt for the fact that
misperceived objects, when corrected, could still be related to one and the same
material object. An amusing exampleis furnished by the following children's story
“rst heard at primary school.

(19) As always, poor Jack was short of money. But today Fortune was at his
side. Looking from a window of his parent's penthouse just above the 17th
°oor, his sharp eyessav a dime lying on Main Street. He rushed downstairs,
cheding every now and then whether somelucky bastard would 'nd it before
him. A miracle happened :: At the 11th °oor, it turned out to be a quarter,
at the 5th °oor even a dollar! How great his disappointment, when out of
breath at ground ° oor he noticed to have chaseda trash can.

It is worthwhile to obsene that the story is about one coin-like object, despite
the incompatible properties ascribed to it in the various stagesof misperception®
To model this, adjusted realism would need seweral objects (the material and the
perceived ones), but it would fail to clarify how they are related. On our view the

4The quote is from Grice 1961, section 3, which is not reproduced in Grice 1989, chapter 15. Cf.
also the lucid overview of Grice's work in Neale 1992, 515{519.

5:::or from empiricism for that matter; cf. David Hume's use of habits in his Treatise and Inquiry .
6 Another example comes from an attempt to save naive realism. A philosopher once held that

things look to us, not as they appear but as they are. In fact, during a meeting with some
colleagues he even argued they only look to us that way. One of the colleagues countered him by
bringing in “a glass vesselof water with a stick in it. \Do you mean to say," he asked, \that this
stick does not look bent?" \No," said the other bravely: \It looks like a straight stick in water."
So he took it out and it was bent.' (Anscombe 1981, 14) Again, talk is of one stick.
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objects seenat the various stagesare approximations of one and the samematerial
trash can; in general,this is how perceived objects are preserted in the logic de ned
in chapter 3.

Note further that the story is basedon a particular use of the verb to see,
which is quite common in narration. When interpreting perception reports one
has to be careful in distinguishing the sourcesof information used to interpret
them. In general, the information available to the spealker will be di®erernt from
the information available to the perceiver. Sometimesit is clear that these sources
are identical; e.g., in caseof a rst personreport suc as (13). In caseof a third
personreport, when preseried in isolation, onetends to identify the speaker asthe
sourceof perceptual evidenceon which the report is based. But it is also possible
to usea third personreport when this sourceis the subject itself. Without such a
device narration quickly becomescumbersome.lt is also usedin sud dialoguesas
the following betweenPim, Jack, and Sharon.

P: (to Jack) I saw the sun rising.'

J: (to Shamn) "Pim saw the sunrising.'

It would not do for Jack to weaken his statemert to: Pim thought he sawthe sunris-

ing, or: Pim sawsomethingthat looks like the sun rising ; for thesestatemerts voice
a doubt which may be unjusti'ed in a normal conversation.” There are languages
that would not allow the indicated ambiguity, since they have more pronounced
linguistic meansto indicate the source of evidence. We come badc to these more
re ned systemsof evidertialit y in chapter 5.

1.1.4 Partial perception

In the adjusted form of naive realism, seeingis identi ed as a relation betweenthe
perceiver and a possibly non-material perceived object. Such perceived objects are
still much like the “points' in the domains of rst order models; i.e., objects which
are “accessible'independert of their properties. Although sud idealised objects
may suzce to determine the classicalvalidities, it goes without saying that they
are too idealisedif it comesto modelling perception. Our next move should be to
partialise the objects perceived.

In life it often happensthat we perceive a person(or an object) only partially,
but are nonethelessable to reasonabout this personand to incorporate him or her
in our schemes. Such a situation has been eloquertly described by Marcel Proust
in La Fugitive:

Had | beenobliged to draw from memory a portrait of Mlle d'Eporcheville, to
furnish a description of her, or even to recogniseher in the street, | should have
found it impossible. | had glimpsed her in prole, on the move, and she had
struck me as being simple, pretty, tall and fair; | could not have said more. But

“This seemsin con®ict with Grice's view on perception statements. But note that Grice intro-
duces the pragmatic principle in his analysis to allow for a lessnormal use.
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all the re°exesof desire, of anxiety, of the mortal blow struck by the fear of not
seeingher if my father took me away, all thesethings, assa@iated with an image
of which on the whole | knew nothing, and asto which it was enoughthat |
knew it to be agreeable,already constituted a state of love. (Penguin Classics
ed., p. 577-8)

There is along tradition arguing for the view that perceived objects approximate
material objects. In this certury it reacheda rst, somewhatmisty peakin the work
of Edmund Husserl(cf. chapter 5), but it is alsoa commonassumptionin the more
analytical tradition.

As approximations, perceived objects are partial, incomplete: they lack most of
the structure of the corresponding material objects, and they may not decidefor all
properties whether or not they apply. Of course,partialit y should re° ectitself in the
logic: classicalprinciples tailored for total objects may fail to hold for partial ones.
This logical phenomenonis perhaps rst obsened by Hintikk a, when he discussed
incomplete perceptual identi cation (Hintikka 1969 164). For example,in classical
logic the following reasoningis valid:

Tine is a smiling woman Robert-Jan sav Tine
Robert-Jan sav a smiling woman

i.e., an instance of existertial generalisation:
P(t) S(r;t)

with P any of Tine's properties. But as we have already indicated at the begin-
ning of this chapter, there is a use of inde nite descriptionsin perception reports
wheretruth requiresthe properties describedto be actually perceived. When asked:
‘Did you seea smiling woman?', Robert-Jan might be justi ed in answering: “No.
Though | did seeTine, | didn't seeher face." It is on this use that existertial
generalisationmay fail. In fact, due to the partialit y of perceived objects, the logic
should be rich enoughto causethe failure of other inferencesas well, such as (20).

(20)
Macbeth sav a dagger

Macbeth sav a dagger,and three boys or lessthan three boys

Here three boys or lessthan three boys denotesthe union of the quarti er at least
three boys and its complemert lessthan three boys, which is hencethe true quanti er
holding of all properties. But aswith the premise, there is a use of the conclusion
whereMacbeth hasto seeboysif it isto have atruth-v alue at all (cf. the obsenations
in Barwise 1981 0n the failure of classicallogic when perceiving scenes).

Similarly, a quanti cational analogue of tertium non datur would fail; (21) is
invalid with Tt y* meaning: at least Tt y.

(21)

Carol sav Tt y leavesor lessthan ft y leaveson this spray
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One reason for failure may be that Carol should seeleaves in the rst place.
Ansconbe notices another reasonwhy (21) may not to be true:

:::there must be somede nite number of leaveson a spray that | see,but there
need not be somenumber suc that | see that number of leaves on the spray.
(Anscombe 1981, 3)

All in all, this meansthat direct perception may involve a relation betweena per-
ceiver and an intensional object. But what kind of intensional object could that
be?

1.2 Partial objects

Let us recapitulate the characteristics of objects discernedthus far. Hallucinations
and illusions were usedto introduce a distinction between material and perceived
objects; accordingly, perception could be non-veridical. Misperception indicated
that under normal circumstancesa perceived object approximates material objects,
and that it may changeits appearanceas our perceptual information changes.The
partial nature of approximations was cashedout aslossof certain logical principles
(partial perception, adding “empty' information, tertium non datur). We shall now
sketch a notion of partial object that complieswith these obsenations.

1.2.1 Partialit y

The partial nature of perception and its description has many interdependert
sources: imprecise visual information, vague conceptualisation, lack of knowledge,
feeblereasoning, underdetermined meaning of parts of language. So let us delimit
more precisely what kinds of partialit y will be studied here.

In the literature partialit y asdue to underdetermined information and meaning
has attracted much attention. As we shall shov in section 4.42 this notion of
partialit y alsoplays a promininent rdle in perception; we may not be able to discern
objects from ead other, sothat the single object we sensemight be any one from
a collection of objects. For example, a dot seenat the horizon could be a boat, a
°oating lighthouse, an airplane, a u.r.o0.,::: The properties perceived do not fully
determine an object, and objects which sharetheseproperties are indiscernible from
ead other.

In the example partiality is due to lack of structure, which is one the ways
in which an object can be underdetermined. This kind of partiality is a crucial
aspect of perception, and, we think, also of the semartics of perception reports.
To cortinue the example, the dot seenmay dewelop into a boat, which gradually
unfolds into an intricate structure of hull, mast, cablesand sails. Alternativ ely, at
one of the stagesone may have to retract one'sidenti cation asa boat in favour of,
s&, a °oating lighthouse. To make this precise,one should describe what it means
for a perceived object to lack the structure of a material object.

8The numeral "4.4' means: section 4 of chapter 4.
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1.2.2 Partial objects

The previous discussionhas made clear that a perceived object could change its
properties and structure when perceptual information is altered; also, we should
be able to keeptrack of an object despite such changes. Think of the information

statesin aset T as(at least) partially orderedby , (i.e.,, isre®exive, transitive,

anti-symmetric on T); and, relative to an information state, take a perceived object
to be an approximation of an object. Then, a material object o can be identi ed

with a function
S
o:Tj! t»7 fapproximate objects at stagetg

In an information statet 2 T an object o is a underdetermined structure o of its
parts. For example, a car may be appear as a dot, or as a tiny cylinder, or as a
slightly larger cylinder with four small discsat its sides,or :::ad in nitum . On this
view, if state s is at least asinformativ e asstate t (s, t), the approximation cg of
car cin s may have more structure than its approximation c; in statet. Accordingly,
s, t should provide a structure preserving map hg; from state s into state t suc
that hg (Cs) = ¢ : the structure of ¢ can be mapped unto that of ¢;, but perhaps
not corversely In general,an object o is function as above such that:

hst (0s) = o
whenewer s, t. This notion of object can be seenas a concreteinstance of the ab-
stract notion of a “perceptually individuated object' in Hintikka 1969 171{172;but
in chapter 3 we shall show in detail how it can be developed in generaltopological
terms. The objects are also related to the pegsin Landman 1986 (cf. section 4.4).

For now we leave the discussionof perceived objects to discussthe slightly more
complexissuesconcerningthe perception of scenes.

2 Perceiving scenes

At the beginning of this chapter, we have recalled the seeral ways in which we re-
port onwhat is seen.Now that we have concludedour overview on simple perception
reports, we cortinue to discussnaked in nitiv e reports (whence: "NI reports’) like
(2); repeated here as (22).

(22) Jadk saw Sharonwash her face.

Although the syntactic structure of naked innitiv esis still a matter of debate, we
takeit to be "NP seeNP VP, ', with the headverbin VP anakedin nitiv e. The
presenceof a VP, even if unconjugated, makes an NI complemen almost propo-
sitional. Yet, there are seweral restrictions, absen for the complemerised form,
which indicate that the meaning of the complemen is not just any proposition.
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2.1 Non-stativ e complemen ts

The restrictions on NI complemeris all have to do with the fact that “stative' com-
plemert are often disallowed. This is true of simple complemers:®

(23) a. "We saw the lamp stand on the table.
b. "We sav Jack be drunk.
c. "We saw Jack own/w ant a house.
d. "We saw Jack know a linguistic fact.

But alsoparts of speed that result in stative predicates, such asidentit y, hegation,
modals, and conditional forms, are doubtful if not plainly unacceptable.

(24) a. "Jadk sav Sharonbe (identical with) the woman in red.
b. ?Jadk sav Sharonnot smole.
c. “Jack sav Sharonerter if Bill leave.
d. “Jack sav Sharon must leave Bill.
e. “Jack sav Sharon possibly leave.

Like all other theories we have not much more to o®er here than to assumean
unexplanatory taxonomy of events and propositions, and hold that NI complemerts
denote something like the “rst. Our main cortribution rather lies in providing
a resourcesensitive logic, which shawvs among other things how the semartics of
di®erert kinds of perception reports could be retractable. Solet us now concerrate
on the semaric phenomenawithin our compass.

2.2 Semantics

Ideally, NI reports are usedto report on the perception of reality. Indeed, sincethe
seminal Barwise 1981 most sematrtics formalise the ideathat (22) is true i® Jack sav
a scenein which Sharonwashesher facel® A sceneis a discernible part of the world
in which objects stand in certain relations to ead other (Barwise and Perry 1983
185). Let ¥be a partial function which assignsa unique sceneto ead perceiwer,
then (22) is true i® (25) is.

(25) 3j) veri es W(s)

The semartics in (25) makessimple NI reports highly factual; if (22) is true, there
is part of the material world in which Sharonwashesher face. Slight variants of the
argumerts that led to distinguish between material and perceived objects, can be
usedto argue for a similar distinction at the level of scenes.Interestingly, Barwise
usesthe distinction in his paper Barwise 19893 53, written at about the sametime
as Barwise and Perry 1983 to explain the workings of constraints. But alsoin his
earlier work he was well aware of the fact that NI reports may fail to be veridical.

9The following data are from Akma jian 1977, Gee 1977, Higginbotham 1983, Mitt woch 1990.

The observation that negation results in a stativ e predicate is in Verkuyl 1993 and earlier.
105ee Barwise 1981 (also in Barwise 1989b), Higginbotham 1983, Kamp 1984, Asher and

Bonevac 1987, Landman 1986, Asher and Bonevac 1989, Muskens 1989, van der Does 1991,
Hendriks 1993, Koons 1996, among other people; also for a discussion of the logical principles.
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At sewral placesit is stressedthat he restricts himself to normal usagesof the
reports, but oncetheir truth conditions are unravelled

. :we canbadk up and seewhat modi cations would be necessanto accomalate
nonveridical readings. (Barwise 1989h 12)

In many ways our approac will be dual to the one suggestedhere. We prefer
to start with an understanding of the semartical core of perception reports, which
should be applicablein both normal and abnormal situations. Formalisedpragmatic
insights, addedto the semariical kernel, should then predict what to expect under
normal circumstances.

Generally speaking, the connection betweenreality on the one hand, and per-
ception and semartics on the other is rather uncertain. It is this loosenesswhich
makes NI reports retractable over time; asin

(26) Hadewijch saw Christ approac to her, but later sherealisedit was Thomas.

When discussingthe logical transparency of NI reports one often assumesan inti-

mate relationship betweensemartic content and reality. As soon as one takesthe
uncertainty in this relationship seriously most of the transparency is lost. To see
this, let usrevisit somewell-known logical principles which have beenconsideredto

hold for the "normal’ usageof NI reports.

2.3 Partial perception

One of the most basic non-inferencesconcernsthe interplay between perception of
objects and NI reports; (28) doesnot follow from (27).

(27) Jadck saw Sharon, and Sharonwinked.

(28) Jack saw Sharonwink.

There is a twofold explanation of this fact: either Sharon's action is not within
Jadk's visual eld, or it is too subtle to be discernedby him. The two possibilities
combined identify a range of vision with a coarsenedpart of reality.

2.4 Veridicalit y

Veridicality is the principle which can be usedto conclude (30) from (29).
(29) Jadk saw Sharonwas her face.
(30) Sharonwashedher face.

Sincethe NI-complemert is interpreted in Jack's eld of vision, veridicality depends
on what this "eld is taken to be. If it is part of the model for the conclusion (as
in situation semartics), simple NI-complemerts will be veridical. But if Jack's per-
ceptual eld approximates this model (as in the semartics to be deweloped below),
veridicality may fail even here. This would allow for Macbeth hallucinating, as for
other NI complemens that depend on the viewer's perspective. For example, it
doesnot follow from (31) that Sharonwalked left and right of Maria, asveridicality
would have it.
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(31) Jadck saw Sharonwalk left of Maria and Jill sav Maria walk left of Sharon.
simpy because’to the left of' and "to the right of' only make senserelative to a
perspective which could be lacking for the conclusion.

Negative NI complemeris may block veridicality as well.
(32) Jadk saw no girl wink.
(33) No girl winked.
But what about veridicality for numerical statemerts?
(34) Jack saw three girls wink.
(35) Three girls winked.
In caselJadk's visual "eld approximates the model for the conclusion, our intuitions
about numerals becomefeeble. Then the objects perceived are partial, and how
doesone count sudh objects? E.g., when repeatedly looking at the nocturnal sky,
did the Babylonians seetwo stars (the Morning star and the Evening star), or just
one (Verus)? Presumably, if the perceptsof the stars are unstable over time there
is no reasonto expect veridicality; no matter how the numeralsare taken. But what
if they are stable under such re nement? Section4 discusseshe predictions of the
presert logic (cf. also Landman 1986 chapter 3).
2.5 Boolean connectiv es
In the literature there is also a discussionof inferenceswith the connectives “and',
‘or', and “not'. We quickly review someof the main "ndings.
2.5.1 Conjunction.
On the whole, there is consensusconcerningthe equivalenceof (36) and (37).
(36) Jadk saw Sharonwink and Mary smile.
(37) Jadck saw Sharonwink and Jack sav Mary smile.
It is indeed hard to 'nd cournterexamplesto the transparency of ‘to see'for con-

junctive NI complemerts. Perhapsthe following is one, since (39) doesnot appear
to be a consequencef (38).

(38) Jadk saw an ant walk nearby and Jadk sawv a beetlewalk at a distance.
(39) Jadk saw an ant walk nearby and a beetlewalk at a distance.

The invalidity should be due to the impossibility to focus on scenesat di®erert
distancesat the sametime.

2.5.2 Disjunction.

For disjunction the question is whether (40) is equivalert to (41).
(40) Jack sawv Sharonsmile or stare.
(41) Jadk saw Sharonsmile or Jadk sav Sharon stare.

There is a natural tendency to interpret the disjunction in (41) exclusively, which
would block the inference from (40) to (41). But Grice has argued convincingly
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that this e®ectis pragmatic, not part of the semartics. For inclusive disjunction
(40) and (41) are equivalent; and we will shav how the exclusive interpretation may
result from pragmatic reasoning.

2.5.3 Negation.

What about negative NI complemens? Disregarding the fact that negative NI
complemerts are often odd (cf. section 2.1), one normally takes(42) to imply (43)
but not conversely

(42) Jack saw Sharonnot cry.
(43) Jad didn't seeSharoncry.

On the assumptionthat “to see'denotesa relation betweenan object and a factual
scenewe only have a non-trivial implication if there are negative facts of somesort.
However, in someof uslivesa Mr. X, who in a famousdiscussionon logical atomism
with Bertrand Russell doubted the existenceof sud facts (Russell 1988 215{16).
Mr. X would maintain that the logical form of the premise has no negation within
the scope of the perception operator; that is, the negation in the premise has scope
over ‘to see',sothat (42) and (43) are equivalert.

Besides,there are those who read the premiseas "Jadk sav Sharonrefrain from
crying', with “to refrain from crying' the antonym of “to cry' (Higginbotham 1983.
Formally, this correspondsto introducing disjoint positive and negative extensions
of a relation, much asin Feferman1984 Then we do not have equivalencebut we
do stay within the realm of positive information, and keepMr. X satis ed.

Denials in dialoguesalso ask for a special treatment of negative information in
perception reports. Consider

'Did you seethat hawk there?'
°| sawv something, but it was not a hawk.'

It makes perfectly good senseto retract the last sertence by saying "No, you're
right, it is a hawk'.

2.6 Quantiers

Intuitions similar to those concerningveridicality in° uenceour judgments on quan-
ti cational behaviour. Apart from scope phenomenapur sang, there is the question
whether the perceptual eld described by an NI report alters the domains of quan-
ti cation within the scope of “to see'. In this way someone'svisual "eld determines
the extent in which quanti ers may be imported into or exported out of the scope
of a perception verb.

It seemswe have to following situation. If the perceptual eld described by an
NI report doesnot a®ectthe domains of quarti cation, they may be moved freely
into and out of the scope of "to see'. Then, (44) is equivalert with (45), (46) with
(47), and (48) with (49).

(44) Jack saw a girl swim.
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(45) A qirl is such that Jack sav her swim.

(46) Jadk saw no girl swim.

(47) No girl is such that Jadk sawv her swim.

(48) Jadk saw every girl leave his party.

(49) Every girl is such that Jack saw her leave his party.

But if NI reports are not neutral in this senseall the pairs are independert of eah
other. Jack may be too confusedto perceiwe a ‘real' girl as a girl, and what he
perceivesto be a girl neednot be one. As we shall seein chapter 4, logic of vision
predicts more subtle distinctions.

This ends our discussionof the interaction between connectives, quanti ers, and
the perception verb. We now give an informal sketch of the semartics developed in
the remainder of our paper.

3 Sketch of the formal semantics

Logics for perception reports are often basedon the assumptionthat the perceived
objects are “points' which cannot be re ned any further; all partialit y comesfrom
their properties. In the previous sectionswe have seenmany caseswhereit is more
natural to assumethat the objects themselesare partial. We therefore proposeto
seethe innitely precisepoints as arising in the limit of increasingly re ned stages.
In the formalisation eac stageis a rst order model. The properties of an object
at one stagemay fail to hold at more re ned stages,although one normally expects
no such variation. Despite suc instabilit y, it is possibleto de ne an inverselimit,

which we take to represen reality.

Reality is but one side of perception's coin, we also needlinguistic meansto de-
scribe it. Sincethe dynamics of retraction is crucial to the semartics of perception
reports, this cannotjust bea “static' logic. Instead, we shall useso-calledconditional
guanti cation, which generalisesHalmos 1952 This approad is crucially di®erert
from the generalisationof quanti-ers in Mostowski 1957and LindstrAm 1966 Con-
ditional quanti cation o®ersa natural way to relativise quanti cation to varying
measuresof accuracy and is hence well-suited for our purposes. For instance, if
the resourcesof conditional quanti ers are rich enough,they can be usedto mimick
a stagein the above limit construction in the limit itself. Within this framework,
perception can be analysedas consisting of an approximativ e core, which becomes
veridical by our expectation that what is perceived will remain stable under re ne-
ment of visual information.

David Marr's theory of vision is the heuristic badkdrop against which the formal
theory is developed (Marr 1982. The next chapter starts with the essetials of his
theory.



Vision, and a blurred view on logic

We have seenin section 2.2.4 that the principle of veridicality is an idealisation
which doesnot allow for the retraction of perception reports. We believe that re-
traction is a very real phenomenon,and that any semarics for perception reports
should accourt for this. Moreover, a semartics should also allow for partially per-
ceived objects. This could possibly be achieved by introducing partial objects in
the domain, but we favour a principled solution in which, roughly speaking, partial
perception is the rule not the exception.

The semartics for perceptual expressiondntro duced hereis characterisedby the
following features:

1) it is completely model theoretic in nature;

2) it tries to stay closeto psydological models of perception;

3) it takesveridicality to be a defeasibleprinciple which allows for the possibility
to retract a perception report.

The reader might think there is a certain tension between 1) and 2), since typi-
cally the psydhological models involve mathematical constructs suc as Gaussians,
Laplace operators etc., which one would not like to have in one's semartics. In-
deed,it isincumbent on usto shaw that thesepsydologicaltheoriescontain a model
theoretic “core'that is relevant to a semariics of perception. We believe that the
two certral notions here are “inverselimit' and “conditional quanti cation'; whether
these indeed capture the semartically signi cant part of psydological modelling
we must leave for the readerto judge. In any case,whatever the fate of this pro-
posal, we are in agreemem with Marr when he writes, criticising Gibson's “realistic'
approact

The underlying point is that visual information processingis actually very
complicated, and Gibson was not the only think er who was misled by the appar-
ent simplicity of the act of seeing. The whole tradition of philosophical inquiry
seemsnot to have taken seriously enough the complexity of the information
processinginvolved (Marr 1982 30)

24
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We maintain that, in order to explain the logic of perception, someof these com-
plications have to be imported in the model theoretic machinery.

Inevitably, this chapter will be rather technical. We have tried to organise
the preseration in such a manner that the main thrust of the argument can be
followed also by those not willing to delve into the technicalities. Section 1 gives
a rapid introduction to David Marr's theory of vision in sofar asit is relevant to
our concerns. In section 2 we extract from his work two model theoretic notions,
that of a re ning inversesystem of models, and the inverselimit thereof. A model
theoretic correlate of a third notion, that of a "Tter (in the senseof, say, an uv- or
a Dolby-Tter, not in the familiar logical sense),is studied in section 3. The three
notions are linked in section 4. Next, section 5 revisits object recognition, which
leads to a logical study of reliable information; seethe presenation theoremsin
section 6.

1 David Marr on vision

We start by explaining the psycdological motivation underlying the model theory.
Here, we baseourselveson an abstract accourt of Marr's theory of vision (1982). Of
course,basingone'ssemartics on an empirical theory brings with it the dangerthat
the empirical theory is wrong; indeed, it has been claimed that Marr's views are
“almost completely wrong' (Mayhew, as quoted in Boden 1988 74). Nevertheless,
we hope to corvince the reader that Marr's theory is extremely suggestive from
a model theoretic point of view. In particular Marr's idea of a hierarchy of three
dimensional models has a good model theoretic correlate; ‘good' in the sensethat
the assaiated presenation and non-presenation theoremsmay shedsomelight on
the logic of perception. The model theory is su®cietly abstract to be compatible
with other approadesbasedon the idea of a hierarchy of perceptual models, such
asP.K. Allen's (1987). In chapter 5 we shall even suggestthat the model provides
a generalsemartics of information processing.

Marr's fundamertal ideais that vision is in many ways approximate. Filtering takes
place at many of the earlier levels of visual processing,leading up to the so called
primal sketch; and, at the other end, the perception of 3-D objects and scenegakes
place by meansof a hierarchy of ever more re ned, but never completely accurate
models. Here we shall concerirate on the last stage of the visual process.

Seeinga 3-D object involvestwo processes:constructing an image from visual
data, and matching the imageto a catalogue of 3-D models, where the matching is
basedon somesalient featuresderived from the image. At this point we can do no
better than reproduce the following illustration from Marr 1982 306.
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Re nement of an arm

What is depicted is an increasingly detailed seriesof models of an arm. Obviously,
this seriescan be extendedfurther by detailing the shape of the ngers, by replacing
the cylinders by lessrigid shapes, by decomposing other parts of the body, etc.
Marr's point is that we recognisean object in the real world in terms of these 3-
D models, and that we may often use a rather rough approximation to correctly
identify the object.

Modularity [:::] allows the represetiation to be used more °exibly in response
to the needsof the momert. For example, it is easyto construct a 3-D model
description of just the arm of a human shape that could later be included in

a new 3-D model description of the whole human shape. Conversely a rough
but usable description of the human shape need not include an elaborate arm
description. Finally, this form of modular organisation allows one to trade o®
scope againstdetail. This simpli es the computational processeshat derive and
usethe represenation, becauseeventhough a complete 3-D model may be very
elaborate, only one 3-D model hasto be dealt with at any time, and individual

3-D models have a limited and manageablecomplexity (Marr 1982 307).

There exists an interplay betweenthe cluesderived from an imageand the matching
process(cf. Marr 1982 321): after a 3-D model has been selected(guided by the
image), it can be usedto seard for additional cluesin the image; in turn, these
can be used(when necessary)to match the imageto a more detailed 3-D model (cf.
section 5). However, it may turn out to be impossibleto 'nd a more detailed 3-D
model of the kind we expected. Indeed, like all computationally excient heuristics,
the use of such approximate models brings with it the possibility of error: what
is identi ed asa real arm with respect to a given approximation may turn out to
be something else (e.g., a wooden arm) when “looking closer’, i.e. with respect to
a more re ned approximation. (This point is not much emphasisedin Marr 1982
though.) In any casea theory sud as Marr's is well-suited to accourt for partial
perception of an object: this is simply the matching of an object to a 3-D model
without an expectation asto the direction in which the model canbere ned. These
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obsenations suggesta formal semartics for visual reports in terms of approximate
models and a stability condition. For instance, informally still, the expression:

(1) | seeanarm
can be taken to meanthe conjunction of (i) and (ii).

i) with the presert approximation the object that | focuson is identi ed asan
arm;

ii) | expect this to be the casefor every more re ned approximation.

That is, the arm reported on in (1) is viewed as a (possibly in nite) seriesof ever
more accurate approximations; recognizing something as an arm means nding a
matching 3-D model somewherein this series. The stability condition says that we
could also 'nd lessapproximate modelsin this series,if we would care to submit
the image to more elaborate processing.By cortrast, if we say

(2) What | seelooks like an arm

we imply only condition (i), not (ii).

2 Inverse limits

Consider again Marr's suggestive example of 3-D models of an arm. Viewed ab-
stractly, what we seeis a seriesof rst order models, composedof objects and rela-
tions betweenthem, together with a mapping specifying how an object occurring at
one level is decomposedat the next. This situation can be represened abstractly
by meansof an re ning system of ‘rst order models. The basic ingredient is the
following:

Denition 1 Let T be a set directed by a partial order , ; i.e.
transitiv e, anti-symmetric, and for s;t 2 T thereisr 2 T such that r | s;t. A
re ning inverse system (indexed by T) is a complexhM s; hgtist21 with

is re°exive,

LY

i) foreadhs2 T, M g is a model for signature Sg;

ii) for any R in the union of the signaturesthereist 2 T suc that R isin Sg if
s, t.

i) for each s;t 2 T with s, tthereishg : jM ¢ji! JM j with for eadh R in
Si, and hencein Sg
(A fhhg(d); 1 hse(dn)i s hdg;iiiidni 2 [RIggp [R;

|V) hrr:Idr,andfOI‘S, t r,hsr:hstihtr.

Here jMj denotesthe domain of M , and [R]; the interpretation of R in M ;. If no
confusionis likely, we omit [; ] and write, say, Rs instead of [R];. The mappingshg;
will be called bonding mappings. A re ning inversesystemis total if in addition the
bonding mappings are surjective; we then have the usual conceptof homomorphism
between models. In the following, we shall often use ‘re ning system' instead of:
re ning inversesystem.
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Condition (%) is the reason for using the adjective “re ning'. Further, it is
mainly for conceptual reasonsthat we allow the signatures of the models to vary;
we may wish to say that a predicate is not yet applicable at a certain stage. For
instance, in a rough approximation of “human being' given by six appropriately
positioned cylinders, represeiting torso, arms, legs and head, the predicate “hand'
is not applicable. Yet, onceintroduced a predicate should remain applicable. The
above de nitions can be simpli ed somewhatby working with a "xed signature for
all models, and assumingthat intuitiv ely non-applicable predicates trivially apply
to all objects in an approximation. But for presert purposeswe think this is an
artifact which is better circumverted.

]
- Q/ -

71

Arm { Forearm { Hand

We now shaw that the set of 3-D models (in the senseof Marr) can be giventhe
structure of are ning systemof models(in our sense):the condition of directedness
then says that two re nements will themselveshave a commonre nement, asin the
picture "Arm-Forearm-Hand' after Marr 1982 306.

Indeed, Marr's hierarchy of 3-D models can be obtained if we restrict ourselves
to re ning systemsof nite models of a special kind. In the example,let M ; be a
model hD¢; A; :::i with A a unary predicate for ‘arm'. An arm a2 A may become
a composite f e;f gin a more re ned versionM 5 of M { (s, t), with e an upperarm
joined to aforearmf . On this view, unanalysedobjects and composite objects have
di®erert types, but this di®erencecan be eliminated by identifying an unanalysed
object d with the singleton f dg.

De nition 2 A Marr model is a "nite rst order model with domain } * (E) :=
}(E)i f;g and a "part-of'-relation u, amongother relations.
Inverse systemsof Marr models allow for bondings between complexeswhich pre-
sene .
De nition 3 An re ning inverse systemof Marr modelsis are ning inversesystem
hM S; hstis;tzT SUd’] that

i) eadh M ¢ is a Marr model;

i) ead hg is a bonding mapping with
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a) jXj, Jjhst(X)j;

b) hgt(Y) 1 hge(X) if Y g X (monotonicity).
Condition (iia) ensuresthat the bonding mappings never assigna more re ned ob-
ject to a coarserone, while condition (iib) says that parts of morere ned complexes
are mapped onto parts of the corresponding coarserobject. Write d* for the sin-
gleton fdg. To corntinue the example, M s could be a model hD; A; U;F; J;:::i,
in which fe;jg is an arm (fe;jg 2 As) with € an upperarm (¢f 2 U) and
f* a forearm (f* 2 F) joined to ead other he*;f*i 2 J. Clearly M ¢ repre-
serts the same situation in more detail than M ; via the bonding mapping hg;
with hg (eF) = hg(j*) = hg(fe;jg) = a* 2 A,. But creating structure as in
hst(e*) = fa;bg 2 Dy is disallowed.
A model in a re ning system approximates reality, but reality itself is assumedto
be innitely precise. This means,e.g., that for a sequenceof models

SiMope i Ml MY Mo
with h, the bonding mapping hn+; .n, reality arisesas an inverselimit M re ning
all modelsin this sequence
M T M;

via projections ¥ : jMj j! jM jj. Topological results can be usedto show that

sudh inverselimits exist for any re ning inversesystemsof nite models (not just
the linearly ordered ones).

De nition 4 Let hMg; hgistoT beare ning inversesystem. Its inverse limit
M = I|£nt2TMt
is de ned as follows

i) the domain jMj consistof the threadsin the product | (> jM j; i.e., functions
»:Tj! 127IM ] satisfying: » 2 jM j, and hg (») = » for s, t.

ii) the interpretation function [j ] is givenby: for eath R there existst 2 T such
that

Again, when no confusionis likely, we omit [j ].

The inverselimit M isasubmaodel of the direct product | ;21 M  (Chang and Keisler 199Q
224); however, the domain of this submodel might be empty. Under the additional
assumption that the M ¢ are nite this cannot be so.

Theorem 1 SupmsehMg;hgist2T iS a re ning inverse systemof nite models.
Then jMj is non-empty. 2

The proof usesthe fact that the jM ¢j are compactHausdor®in the discretetopology,
and that the bonding mappings are corntinuous in this setting (cf. Engelking 1989
141). It can also be shown that the inverselimit comeswith projections

Yo M j! M
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fort 2 T de ned by » 7! ». The projections satisfy

hst (Ys(»)) = Y4(»)
fors, tin T. If the bonding mappings hg; are surjective, % is surjective as well,
sothat M is a subdirect product of the M ¢ (Engelking 1989 142).

Reality is taken to be an inverselimit of a re ning inversesystem. Inherent in
this approad is a certain claim concerningthe relationship betweenpartial objects
(the elemeris in an jM sj) and the material objects (the threads in the inverse
limit). In particular, if the inverselimit is obtained from atotal re ning system (all
bonding mappings are surjective), then ead partial object is real in the sensethat
it is an approximation of a real object. But if a partial object may disappear under
closer scrutiny, such as Macbeth's dagger, the inverselimit should be constructed
from are ning system simpliciter .

3 Conditional quanti cation

In the previous section we have seenhow object recognition can be described by
meansof a hierarchy, formally are ning system,of 3-D models. Reality wasviewed
asthe inverselimit of this hierarchy. In this sectionwe study the inverseprocess:we
start from the assumptionthat reality can be perceived only to varying degreesof
approximation; perception is seenas the application of a suitable “Tter' to reality.
The word ™ Tter' hereshould not betakenin its usuallogical meaning(as a setof sets
closedunder intersection and supersets); it derivesrather from physical analogues
such asthe Gaussian Tters of Marr 1982 54 passim. Their function is to blot out
details which occur at somespeci ed scale(henceat smaller scales). When applied
to a picture, this type of Tter introducesa blurring of the picture. Put di®ererly,
the e®ectis that pictures which di®eronly at scalessmaller than the speci ed level,
are perceived asidentical. Hence,informally at least, there is a connection between
“Tters and equivalencerelations.

Logically speaking, a Tter in the sensentended hereis a newkind of generalised
guanti er, which applied to a formula of n free variables, in general yields a new
formula, also in n free variables. Hence this notion of generalisedquanti cation
di®ersfrom the more traditional Mostowski - LindstrAm generalisedquarti cation,
which does bind variables. It will be seenhowever, that the new notion of quan-
ti cation is generalisedin the sensethat ordinary 9 is a special case. Furthermore,
the processof TTtering is truly the inverse of taking an inverselimit: it can be
shawn that a suitable collection of “Tters applied to model M yields an re ning sys-
tem hMg; hgiisioT Sudh that M is the inverselimit of hMs; hgisi21 (for a more
accurate formulation, cf. theorem 4 below).

Toexplain Ttered quanti cation, let usreturn to the re ning systemsand inverse
limits of the last section. An object a2 M 4 can beidenti ed with the collection of
threads » such that », = a. Similarly, an assignmein g 2 Fs (the set of assignmeits

1For a similar construction in the logic of time, see Thomason 1989.
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onjM sj) canbeidenti ed with the setof assignmens f 2 F (the setof assignmers
on jMj ) such that fg = g; i.e., the assignmens f suc that for all variablesy,
f(y)s = g(y). In other words, an assignmemn g 2 Fs can be seenas an equivalence
classof assignmens f 2 F via an equivalencerelation Es which is de ned as

Es(f; h) i® for all variablesy : f (y)s = h(y)s

An equivalence relation Eg determines a generalised existertial quanti er 95 as
follows

M:fF 9" . def N2 F[Es(fih) & M hF "]

In the remainder of this sectionwe shall study the quanti ers 94 in greaterdetail, but
for now we note the following. By the de nition of the inverselimit, a predicate A
appliesto athread » if for all “scales's, As(»s), where As denotesthe interpretation
of A on M 4. The e®ectof 95 applied to A is that we obtain a coarserpredicate
(coarser, since we have A © 9;A) de ned on the inverse limit, where details at
scalest > s have beenblotted out.

Note that ordinary 9x is also determined by an equivalencerelation, namely

f =x gi®for all y di®erert from x: f (y) = g(y)

hencequanti ers determined by equivalencerelations are really “generalised’. An-
other exampleis furnished again by inverselimits: instead of Es we may choosea
coarserequivalencerelation Rg de ned by

Rs(f;g) i®for all formulas®' M s;fsE' , MsigsF ']

In general,Rs is coarserthan Eg, sinceelemeris of M ¢ neednot be distinguishable
by formulas.

Before we present a number of further examples, we give an alternative con-
struction of Ttered quarti ers, which is closerto proof theory. Let Fg be the
set of assignmets for jM sj, and let Bs be the Boolean algebra over the subsets
ff 2Fs:Mg;f ' gof Fs. The reader may verify that there exists the following
relationship betweenRs and Bs:

Rs(f;g), 8C2Bs[f 2C, g2C]
Let us write 9(3B ) for the quanti er determined by Rg, i.e. the quanti er which
satis es

f29( |Bs), def 99[Rs(f;0) & g2 "]
The reasonfor this notation is that it will be advantageousfor our purposesto take
as fundamertal the notion “quarti cation with respect to a subalgebra’ (or, more
generally, with respect to a sublattice). Since this notion has strong similarities
with the concept of conditional expectation from probability theory, we adopt the

samenotation, and dub this form of quanti cation “conditional quanti cation'.
Obsene that 9(3B ) satis es the property, known as a Galois correspondence:

8A2Bs[ nA, 9(jBs)p Al
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Indeed, the direction from right to left follows from the re°exivity of Rg, which
entails ' W 9(' jBs). For the converse,choosef 2 9(' jBs); by de nition this means
that there exists g such that Rs(g;f) and g2 ' . By hypothesis,g 2 A, whenceby
the connection betweenRs and Bg, f 2 A.

De nition 5 (preliminary version) Let M be a model, F the set of assignmerts
on M, G an algebra of subsetsof F. By a quanti er conditional on G|notation:
9(3G)|w e meana mapping which appliedto aset[' ],, = ff 2F :M;f F'g
yields an elemen of G such that

*) 8C2G[ Iy L C, 9 1yiG) u C
In the following we often write * for [' ], , when the model is clear from cortext.

Roughly speaking, 9(' jG) represents the best estimate of ' on the basis of the
information available in G, hencewe require 9(' jG) 2 G. Note that a quanti er
with theseproperties, when it exists, is uni(\q/ue. Indeed, the Galois correspondence
(*) implies that 9(' jG) must bede nedas fC2 G' u Cg.

De nition 5 is not yet quite what we want, becausethere may be Gand "' for
which 9(" jG) 62G; but it sutces for the following examples. Below we shall shov
how to modify the algebrasoasto retain the Galois correspondencefor conditional
quanti ers.

Example 1: Genemlised quanti cation. For the conditioning algebra, we take the
algebra G, consistingof setsff 2 F : M ;f ' g wherex doesnot occur freein ' .

Then 9(" jG() 4 9x' from the Galois correspondencefor 9(3Gy). The rules for 9x

yield the corverseinclusion, sincein this case9(' jG;) 2 G;! Hence9(3G) is truly

a generalisedquarti er.

Example 2: Blurring of individuals. In nuce, the following example describes
our approadc to a semartics of perception. A statemert like 'y sees' ' is rendered
formally as: "9x[' (x) » S(y;x)]', where' de nes a unique x. Symbol S gives
the denotation of the transitive verb "to see', and it delimits the set of objects
fd: Sadg seenby a. The quanti er 9x rangesover completely accurate objects; in
formal terms, the elemeris of the inverselimits constructed in the previous section.
To accomalate actual perception, which always has "nite precision, we replace
the quanti er 9x by a Ttered quanti er 9(3 G), where G represelts the degreeof
blurring. Here we presen only a simple case.

Let M = hfl;2;3;4;5g; S; W; Ui, with "S(a;b)' for: a seesh, 'W' for: West, and
“U' for: up. In particular, S = fh2;1i;h2;3i;,;5ig, W = f1;5q9, U = f1;2; 3g.
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lad—— 2 — 3
U
5 - 4
W
Up west

Put ' (x;y) = S(y;x) ™ W(x) ™ U(y), then for f such that f (y) = 2:
M f F 9 (X;y)

(y occupiesthe “up' position and, y seesexactly one object looking to the West");
in fact:

ff :M;f F 9 (X;y)g
ff Mt F 9(C (xy)iG)g
ff . f(y)=2g9
The algebraG, represerns the casethat the viewer y hascompleteinformation, both

about its own position (‘up’) and the direction in which it is looking (‘west'). Let
us now vary this situation, for instance by depriving the viewer of the information

that he is in the “up' position. The ('nite) algebra G on the set of assignmeitts,
corresponding to this state of a®airs,is determined by the formula algebragenerated
by the setfS(y; x); W(x)g. We now have:

t M 9C (6 Vi)
fA2G:" - Ag

ff :M;f F S(y;x)» W(x)g
ff:(f(y)=2"1(x)=1)_(f(y)=4"f(x)=9)g
Similarly, if y is so disoriented that he does not know whether he is looking
East or West, we may describe his predicamert by the algebra H generated by
fS(y;x); U(y)g. In this case:

M T E 9C (xy)iH)g

= fA2H:" - Ag

ff :M;f F S(y;x) " U(X)g
ff :f(y)=2_(f(x)=1~f(x)=3)g

We trust the reader can subject y to a still more savage experimert.
In order to highlight someformal featuresof this example, a technical point: we
adopt the following cornvertion concerningfree variables:

FV(9(' jG) = FV(' )\ [ fFV(A)jA 2 Gg.

Notice that the number of free variables neednot be reducedby conditional quan-
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ti cation! In the formula 9(' (x; y)jG) x is neither fully bound nor fully free; whereas
ordinary existertial quanti cation 9x hasthe e®ectof abolishing all restrictions on
X, a Ttered quanti er needonly liberaliserestrictions on x to someextent, without

fully abolishing them.

Conditioning algebrascan be seenas represerting information available about
the possiblevaluesof variables. In the caseof G;, we have no information about x,
but complete information about variables other than x. We may now replace the
algebra G, by an arbitrary algebra, for instance a proper subalgebraG of G;. The
meaning of this move is that we are prepared to consider situations in which we
have lessthan complete information about variables other than x. This may seem
strangeon the usualview of variables, but it becomedessstrangewhen variablesare
taken as obsenable quartities, which are measuredby meansof somedevice which
has nite accuracy If the variable is real-valued, this could mean, for instance,
that a measuremen only constrains the variable to lie in an interval. To put this
in currently fashionableterms: we wish to introduce a resource-lbunded form of
quarti cation, where the resourceis the degreeof accuracy with which one can
‘measure'variables. As indicated above, ordinary predicate logic has unbounded
resourcesin this respect.

Notice that in the above example we also have: 9("' (x;y)jG) 2 G, as required
by the preliminary de nition. The next example shaws that there are particular
conditioning algebrasfor which it may be impossibleto satisfy this condition.
Example 3: Truck through door? We now replace the dichotomy up-down by a
cortinuum of possibilities. A truck hasto passthrough a narrow door in a wall;
a person behind the truck cheds whether this is possible. In this casethe viewer
must choosehis position rather accurately: too far left or right meansthat he will
seeonly oneside of the truck, if he comestoo closethe truck will occludethe door,
but if he goestoo far down he cannot accurately estimate the distance between
truck and doorposts. Seethe picture “Truck through door'.

Let O(x) bethe predicate x is a (suzciently large) opening’, S(y; x) the relation
'y seesx' (where the viewer y is identi ed by the coordinates of his position in the
plane) and let A,(y) be a countable collection of predicates denoting setsin the
plane. We assumethe following logical relations betweenthese predicates:

1) 8n8x8y(O(x) * S(y;x) ! An(y))
2) 8n8y(An+1 (Y) ! An(Y))
3) 8n9y(: Ans1 () ™ An(Y))
4) 8n9y(An(y) " 8x(O(x) ! S(y;x))).
Condition 4) expressesthat it is hard to nd the exact position from which an

opening can be accurately obsened; eat set A, cortains positions from which no
opening is visible. This condition is not usedin the proof to follow.
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@ AIHE| AIE

Truck through door

Let M be a model for (1)-(3), and supposeG is the Boolean algebra of subsets
of F, the set of assignmens for M , generatedby

fAL(ly):n2!g

This algebra represerts the situation that the viewer has no precise information
about his location y; the only available information is in the form of the open sets
An(y). This hasa twofold consequence:

a) 9(0(x) * S(y; x)iG) 62G,
b) 9(O(x) ~ S(y;x)jG) is not “rst order de nable.
For (a) and (b), we obsene that on M ,

8(0() * SY:X)G) * * nz1 An(y)

To seethis, rst note that forall* 2 G
*) OxX)"S(y;x)u ", thereisk2!['" = Ax(y)]
From right to left this is immediate from (1). Conversely assumeO(x)”™ S(y;X) W '
for ' 2 G. Since' is a Boolean combination of the A, , it can be written in
disjunctive normal form. By (1) conjunctions with negative occurrencesof the A,
cancelout, soit follows from (2) that A is equalto someA(y).

It isimmediate fron\w/(*) and (1) that 9(O(x)" S(y;X)|G) ~ (o) TAn(y) : O(X)"
S(Y;:X) M An(Y)G" @) n21 An(Y):

As to a), assumefor a contradiction 9(O(x) * S(y;x)jG) 2 G. Then also

n21 An(y) 2 G Since O(x) » S(Y;X) | o1 An(y), (*) implies ., An(y) ~

A (y) for somek; cortradicting (3).

As to b), assume9(O(x) ~ S(y;x)jG) is rst order de nable, say byé\(x; y). Let
M bea! -saturated model for (1){(3). 2 On M, 9(O(x) " S(Y;X)iG) ~ ., An(Y),

2Recall that M is ! -saturated i® for each each type j( x1;:::;Xn) in the language for M with
“nitely many constants added: if Th(M ) [ i( Xx1;:::;Xn) is consistent, then j( X1;:::;Xn) is re-
alisable in M . The notion of ! 1-saturation is de'ned similary with ‘at most countably many
constants added' instead of: nitely many constants added.
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as before. Sothe theory j given by
Th(M)[ fAn(y):n2!g[ f: AX;y)g
must be consister; for otherwise
Th(M)[ fAx(y) :n2 ! gF Ax;Y)
which by compactnessof = and the previous obsenations implies

\Y
Th(M)F AY) $ 20 An(Y)

for somek 2 !'. This is a cortradiction, since(1);(2);(3) 2 Th(M ). Due to ! -
saturation fAn(y) :n 2 ! g[ f: A(x;y)gisrealisablein M : therearec;d 2 jMj such
that M E ., An(c) ~ : A(c;d). This con®icts with A(c;d) © ., An(C). We
concludethat 9(O(x) " S(y;x)jG) is not rst order; in particular it is not equivalent
to 9x(O(x) * S(y; x)).

We have seenthat (a) and (b) are true. Clearly the trouble is that 9(3G) need
not be in G becausethe required in ma do not exist in G. For the nal de nition
of conditional quanti cation we therefore move to a slightly di®erert structure.

3.0.1 Conditional quantiers on frames

Let N be an arbitrary “rst order model, with set of assignmems F. We put a
topology on F by specifying as basis for the topology sets of the form ff 2 F :
N;f | ' g. Thesebasic open setsare closed,too, sinceff 2 F : N;f  :"'gis
alsoin the basis. Clearly the collection of closedsetsis cIoset\j/under “hite unions
and arbitrary intersections. This is the prime exampleof a _; -frame:

— . . . \ e .
De nition 6 A lattice L isa_; -frameif it is closedunder arbitrary meets,suc

that the following distributiv e law holds:

Vv Vv
a i2z1h = iz (a_h)

A subframe L% of L is a sublattice of L which is a frame, such that the meetsin L,
computed in L, coincide with those of L°.

The customary notion of frame, the complete Heyting algebraor *; W—frame, is dual
to our notion. However, sincewe shall be concernedwith _; -framesonly, we refer
to these structures simply as frames. We aim to de ne quanti cation with respect
to a subframe of a given frame.

De nition 7 Let Form be the frame generatedby the rst order de nable setsof
assignmetts, and let G be a subframe of Form . 9(3G), the existential quanti er
conditional on G, is the unique mapping Form ! G satisfying

(*) Forall C2G[ pCi®9( jG) u C]
_ Vv
Condition (*) implies that 9(' jG) must bedenedas fC 2 G' p Cg. SinceG

is a frame, this meet existsin G, henceindeed 9(3G) : Form j! G. From this we
also seethat 9(3G) hasthe following properties

1) 9(0jG) = 0, 9(1jG) = 1;
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2) ' p Aimplies 9(' jG) u 9(AjG) (monotonicity);

3) " W 9( jG) (coarsening);

4) 9(' _AjG) = 9(' |G) _ 9(AjG) (additivit y);

5) 9(' ~ AjG) = 9(' jG) » A whereA 2 G (‘taking out what is known’)
Note that (2) and (6) imply that 9(3G) is the identity on G

9( j6) = 9(17 " jG) = 9(LG) A = 1n" =
for' 2 G. Thus, (6) is the analogueof the Frobenius property in logic
9" ~ 9(AiG)IG) = 9(' jG) * 9(AIG).

The relation between conditional quanti ers and Ttered quanti ers de ned by

meansof an equivalencerelation is clari ed by the following proposition.

Theorem 2 Let R be an equivalene relation determined by an algeba B of rst
order de nable sets of assignmentsof an ! ;-saturated model such that

R(f;g)i®8C2B[f 2C, g2C]
and let the Tter ed quanti er 9 be de ned by
f29 i®9R(F;g) & g2"']
Let G be the frame geneated by B, then 9' = 9(' jG), for ' a rst order formula.

PROOFSKETCH One rst shows by meansof a compactnessargumert that 9' 2 G
(here one uses! ;-saturation); this then yields 9(' jG) p 9' by Galois. For the
corversedirection, note that 9' satis es a Galois corresppndencewith respect to
B; since' W 9(' jG) and 9(' jG) is an intersection of elemens from B, we have
9" u9( jG). 2
Now that we have de ned conditional quanti ers, we may extend our language
with quanti ers "9(3G)', where G must be interpreted as a frame. This allows
for formulas involving iterated conditional quanti cation. For reasonswhich will
gradually becomeclear we are mainly interested in positive formulas.

De nition 8 A “rst order formula is positive, i® it is constructed using _;”;9;8
and ? . Henceforth, Pos denotesthe frame generatedby sets of assignmeits de n-
able by positive formulas.

De nition 9 A formula in a rst order language with conditional quanti ers is
positive if it is constructed using _;”;9;8;? and 9(3G).

Lemma 3 Let G be a subfameof Pos. For any positive formula ' (in the extendel
sense)9(' jG) 2 G. 2

3.0.2 “Rening systems from Tltering

In what follows we work with assignmer spacesFs := jM ¢j¥a and F := jMj V&
on the modelsM ¢ and M . Let Fg be given the topology generatedby the clopen
sets[' ], ., this will be called the formula topology on Fs. Sincethe models M s
are nite, they are compact Hausdor®in the discrete topology. Hencethe product
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topology on Fg is compact Hausdor®as well, sothat the formula topology on Fg,
as a subtopology of the product topology, is compact.

De ne a projection ps : F j! Fg by: ps(f)(x) := f(x)s. Sometimeswe write
fs' instead of: ps(f). The projections ps are surjective: Let g 2 Fs. For eath
X, choose»* sud that g(x) = Y(»*). This is possible, becausethe projections
Y6 :M j! Mg aresurjective. De ne: f (x) := », then ps(f) = g.

Let T bethe smallesttopology on F which makesall the ps cortin uous,whenthe
Fs are given the formula topology. T is a subtopology of the product topology on
F . SincejMj is compact Hausdor®in the topology inducedby the ¥ : M j! M
(Engelking 1989 141), sois F ; whenceT is compact. T is the topology that is used
in theoremsand proofs3

To motivate the following theorem, wereturn to the beginning of this chapter, where
it wasarguedthat perception should be viewed asapplying a "Tter' to reality. Here
we show that “Ttering' is in a senseinverseto taking limits of re ning systems. Of
necessiy, the formulation of the result is somewhatsloppy; a full formulation and
proof will be published elsewhere.

De nition 10 Let T be a directed set. A collection of algebrasfBs : s2 Tgis a
net if we have: s t implies Bs i B;.

Theorem 4 LetM bean! ;-saturated model, B the algeba of assignmentson M .
Let fBs : s 2 Tg be a net of algebas suchthat Bs = B. Then there exists an
inverse systemhM g; hgtist27T Suchthat

1. M is the inverse limit of hMg; hgtisi2T;

Condition (2) says that the interpretation of predicateson M g is given by 9(3B s);
i.e. M g is the model that correspondsto the TTter 9(3B ). This result is parallel
to the obsenation in situation semariics that a ‘rst order model can always be
viewed as the union of a directed set of partial submadels, but note the di®erence:
the models M ¢ are not submadels of M , but approximations to M . This re°ects
the subtly di®eren concept of partialit y employed here.

4 °From re ning systems to conditional quantiers and back

This section is not required for an understanding of the body of the paper; it is
included here becauseit justi es the logical form of perception reports adopted in
the next section.

Given the material of the previous section, an obvious question arises. Suppose
we start from an inversesystemhM s; hgtisi21 With inverselimit M . Let Bs be the

SThere exists another topology on F determined by st order de nable subsets of assignmerts
on M ; cf. section 3.0.1. This topology will not be used.
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following lattice:
Bs:=fCuF:C=piLl(fg2 Fs:Mg;gF ' g) for somepositive ' g
Let G bethe frame generatedby Bs. If A is any predicate, do we have:
Msips(f) F A, 2 9(AJG)?

This is almost true, asthe next results show.
Theorem 5 If ' is positive, ' [ pLi(' ).
Proor. If ' is atomic, this is the truth de nition of ' on M . The cases_, "
are trivial. Supposef 2 9xA, then there exists g = f such that g 2 A. By the
inductiv e hypothesis,gs 2 As. But g =4 f implies gs = fs, whencefs 2 9xA. For
the casef = 8xA we needthe surjectivity of the projection mappings. Indeed, let
f 2 8xA; we have to show that fs 2 (8xA)s. Let h 2 Fs be such that h =, fs.

By surjectivity, thereis g2 F suc that forall t 2 T : g(y) = fi(y) (y 6 x) and
gs(x) = h(x); then gs = hand g2 A, whenceh = gs 2 As. 2

Corollary 6 If ' is positive, 9(' jGs) 1 pL (' s).

ProOF. Sincepi (' s) 2 G, the statemert follows from the Galois correspondence
for 9(3Gs). 2

This result is best possible in the sensethat we cannot expect it to hold even
for negations of atomic formulas: : A may be false on M becauseit fails on a
coordinate t > s, and in that case9(: AjGs) will not be cortained in pi1(: Ag).
However, the corollary can be strengthenedin the sensethat under an additional,
harmless, condition, we have equality when' is a predicate.

De nition 11 The pair % : M j! M g is proper re ning with respectto a pred-
icate A, if there does not exist a positive formula ¢, such that A u pi(¢s) and
7 6 s Y2 As.

As the next proposition shows, if the pair % : M j! M g is proper re ning with
respect to a predicate A, then A = fg2 Fs : Ms;g F Ag represerts our best
estimate of A at stages.

Corollary 7 If the pair ¥4 : M j! M s is proper re ning with respect to a non-
empty predicate A, then 9(AjGs) = pi 1(As).

PROOF. SinceA is non-empty, we may assume9Q(AjGs) 6 0. Suppose9(AjGs) is
strictly cortained in pi (As). Since9(AjGs) = fC 2 Bs: A nu Cg % pi }(As),
by compactnessthere must be C 2 Bs such that 9(AjGs) 1 C Y. pi 1(As). There is
clopen C°u Fs such that C = pi1(C9. Note that C°can be de ned by meansof
a positive formula. We then have C°= ps"(pi }(C9) “2As and A p C = pi 1(C9Y.
This contradicts the fact that ¥ : M j! M ¢ is proper re ning with respectto A.
2

We can always transform a re ning inverse system hM¢; hgtist27 into a new
inverse system hMs; hgtist21 with the sameinverselimit M, sud that all pairs
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Y4 :M j! M are proper re ning with respect to all predicates. Indeed, for any
predicate A and any s2 T, put

T .
Ag = fés ¢ positive;; 8 ¢s 1 As;A U plt(es)g
This givesus a new re ning inversesystem of models M 2, with the samebonding
mappings as before. (The condition that the ¢ are positive is essetial in shaving
that the bonding mappingsare homomorphismswith respectto the new predicates.)

It then easily follows that M is also the inverselimit of the M ¢, for we have: if
M ;f E A, then

8s8¢(¢, positive;; 6 ¢s i As;A R PLi(es)) f 2 pLi(es)
which implies M ;f F A° The converseis trivial. The new inversesystem has the
property that, at ead stages, the interpretation of A on M ¢ represerts our best
estimate of A at stages.

Lastly, we extend Corollary 7 to formulas of the form 9x; :::9x, 1, | a conjunc-
tion of predicates.

Theorem 8 Let' be aformula of the form 9xu, where pis a conjuntion of atomic
formulas; we assumep is non-empty on M . Assume furthermore that ¥4 : M j !
M s is proper re ning w.rt. W If x is a variable, let Bsx be the sulalgeba of Bs
determined by formulas in which x does not occur free, and let Gsx be the frame
geneated by Bs.x . Then we have

Ms;gF 9xu, 8f 2F[fs=g) M:fF 9(UWGsx)]

PrOOF. SupposeM ¢;g F 9xy, and let f satisfy f¢ = g; we have to shov f 2
9(MGs:x ). There exists g° =4 g suc that M 5;g° F W By surjectivity of ps there
exists f 9 such that f% =, f. By corollary 7, we must have f° 2 9(lGs), hence
f02 9(WGsx). A little re°ection shaws that 9(WGs:x ) is =x-invariant, whencef 2
9(MGs:x ). Conversely supposethat for f with fs = g we have M ;f F 9(HGs; X).
By theorem 5, u i 9xp 1 pi 1((9xW)s). Since pi 1((9xM)s) 2 Gsx, by the Galois
property 9(HGsx) K Pk 1((9xW)s), in particular M s;gF 9X. 2

Corollary 9 Assuming the conditions of the theorem, we also have

Ms;gF 9xu, 8f 2F[fs=9g) M;f F 9x9(UGs)]

The extension to formulas of the form 9x; :::9x, is straightforward. This re-
sult explains the particular formalisation of perception reports adopted in the next
section.

5 Object recognition revisited

We brie®y return to Marr's theory of object recognition involving three-dimensional
models, to explain the use of conditional quarti ers in the analysis of perception
reports. We quote Marr in extensobecausehis description is very suggestie.
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Recognition involvestwo things: a collection of stored 3-D model descriptions,
and various indexesinto the collection that allow a newly derived description to

be assaiated with a description in the collection. We shall refer to the above
collection along with its indexing as the catalogue of 3-D models :: [T]hree ac-
cesspaths into the catalogue appear to be particularly useful. They are the

speci city index, the adjunct index, and the parent index. [:::] A newly de-
rived 3-D model may be related to a model in the catalogueby starting at the

top of the hierarchy and working down the levels through models whoseshape
speci cations are consistent with the new model's until a level of specicity has
beenreaded that corresponds to the precision of the information in the new
model. Once a 3-D model for a shape has been selectedfrom the catalogue,
its adjunct relations provide accessto 3-D models for its componerts basedon

their locations, orientations, and relative sizes. This gives us another access
path to the modelsin the catalogue, which we call the adjunct index:::[T]he

adjunct index provides useful defaults for the shapes of the componerts of a

shape prior to the derivation of 3-D modelsfor them from the image. [:::] The

third accesspath that we considerimportant is the inverse of the second,and

we shall call it the parent index of a 3-D model. When a componert of a shape
is recognised,it can provide information about what the whole shape is likely to

be. [:::] It isimportant to note that the adjunct and the parent indexesplay a

role secondaryto that of the speci city index, upon which our notion of recogni-
tion rests ::[T]heir purposeis primarily to provide contextual constraints that

support the derivation process:: (Marr 1982 pp. 318{21)

The picture that emergesfrom this description is the following. We perceive an
object x; the resulting retinal image is processedby compressinginformation and
imposing an object-certered coordinate system, until we arrive at a 3-D image. To
determine which object this is an image of, one indexesinto the catalogue of 3-
D models, in our notation the rening inversesystem hMg; hgist21. One traces
the beginning of a thread through these models, until the "nite resolution of the
image leadsto di®erert possiblecortinuations of the initial segmen of the thread.
The net result can be described as “object x has property A with resolution R'.
The resolution of the image corresponds to an equivalencerelation on the side of
the catalogue of 3-D models. We seethat object recognition essetially involves
approximation: we start with a real object which has an in nite amount of detail
and we end up with a symbolic description, mearwhile Ttering out very many of
those details. This processof Ttering is summarisedin the conditionally quanti ed
formula "9(A(x)jG)', where G is the frame corresponding to the equivalencerelation
R (cf. theorem 2).

Marr proposesthis model for the recognition of objects by meansof shapes, on
the groundsthat only a modular organisation of this type allows oneto cope with
partial information of various sorts (‘nite accuracy obsenation of a part not a



A LogcIc OF VISION / 42

whole, suzciency of a rough description for the task at hand) in a computationally
excient manner. For example, it allows one to do the recognition processitera-
tively, by successie cyclesof obtaining information from the image, matching this
information against the catalogue of 3-D models, deriving a predication from the
model chosen, now cheding the predication against the image, perhaps analysed
in "ner detail. This processwill be illustrated below. The very abstract model
proposedhere imposesthis type of organisation for any property whatsoever, not
just shape. One of courselosesall connectionwith computational considerationsin
this way, but there are someadvantagesto be gained. Firstly, one doesnot seemto
needa detailed computational model to accourt for the logic of perception reports.
Secondly the abstract model allows one to prove metamathematical results which
bear on the processof object recognition, involving the two other indices discussed
by Marr.

Consider the adjunct index. A concrete instance of its useis the following: if
we have identi ed a shape as a human body, then we expect it to have two arms,
even though we may not yet have obsened them. That is, we considera projection
» of the thread », the object underlying the perceived shape, in a model M ; in
which there are no arms. The constraint "human beings have a left and a right
arm' is expressedby meansof a sertence of the form 8x(' ! 9y9zA), where'; A
are quarti er free, and is assumedto be true of somemore re ned approximation
M s, wheres | t. l.e.,, M ¢ is an approximation in which there are arms. We now
expect the property ' , obsenedin M ¢, to hold in M 5 aswell (how this expectation
should be formalised is discussedin chapter 4), and we conclude 9y9zA. The said
constraint will be true in all sutciently re ned approximations, i.e. in all s, t,
hencein all those M s we will have 9y9zA. The following natural question then
arises: supposethat indeedfor all s, t, M s F 9y9zA, doesthis imply that 9y9zA
is true in reality, i.e. on the inverselimit M of the re ning systemhM; hgtigi27?
More generally, given a constraint of the form 8(u! ¢), usedin the manner above,
for which ¢, canwe be surethat 9t8s, tM s ¢ implies M [ ¢? This questionis
solved in section 6, on presenation theoremsfor inverselimits.

The samequestion appliesto the antecedensof a constraint. Object recognition
often proceedsiterativ ely (cf. Marr 1982 313): one extracts information p from
an image, say at resolution t; one then looks for constraints which corntain p in
their anteceden, constraints which typically apply only at levelss , t; this yields
a disjunction of properties A; _ ::: A, which is then cheded against the image,
ideally yielding onemore pieceof information in addition to 1, although the outcome
may also be a rejection of y. This procedure works only when the information
M extracted from the image is reliable, when it tells us something about reality.
The logical question that immediately comesto mind is then the following: which
information [ can be reliable, i.e. has the property that 9t8s ., tM s F W implies
M | p? Put di®ererly: how should one choosea represenation?
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Hencethe general question is: what is the logical form of statements suitable
for expressinginformation extractable from an image, and by implication, what is
the logical form of the constraints which relate those piecesof information? This
is of coursean abstract version of one of Marr's main questions, namely, what can
one derive from the available information?

6 “Preserv ation theorems

To motivate the material in this section, let us considerthe following question. By
the de nition of inverselimit, the interpretation of a predicate A on M can be
approximated by its interpretations on the models M ¢, in the sensethat

9s8»(» 2 A i® 8t > s(» 2 A¢).

Topologically speaking, A determines a closed subseton F. This has as a
consequencehat, if B is another predicate disjoint from A on M, there will be
a nite' staget such that A;\ B; = ;, sothat if someobject » is an A but not a B
we will know this after " nite time": we do not needcomplete information about ».
In principle, one could also allow predicateswhich are de ned on the inverselimit
only, not on the approximating models; if C such a predicate, one would need an
innite amourt of information to decidewhether » 2 C. For a situation where this
would be natural, cf. section5.1* But evenif we do not allow this, there still arises
the question which properties ' (x) behave as predicatesdo, i.e., which properties
' (x) determine closedsets. Below we give a complete answer by meansof several
presenation theorems.

Recall that an inverse system is total and re ning if the bonding mappings
are homomorphisms (hence by de nition surjective), and re ning if the bonding
mappings hg; just satisfy condition (¥} of section2. The rst conceptre®ects the
case where all objects in an approximation are supposedto correspond to real
objects, whereasthe secondconcept allows for purported objects to vanish under
closer scrutiny. A formula is positive if it is equivalert to a formula containing
only 9;8;";_and ?; aformula is positive primitive if it is equivalent to a formula
cortaining only 9;”; and ?.

A sertencepis preservel by an inversesystemhM g; hgtisto7 if whenewerM ¢
p and the inverselimit M is nonempty, then M F . To simplify the fomulation of
de nitions and theoremswe assumethat all structures involved are models for the
samesignature. The results easily transfer to the casewhere for any predicate A,
thereist 2 T such that for s, t, A isinterpreted on M s.

Theorem 10 (1) Let hMg;hgigi27 be a total and re ning inverse system of
“nite models. Then any senten@ of the form

8xy;:inxn(C 1A,

40One might say that in this situation, conditional quantiers comeinto their own: they allow one
to estimate the extension of a predicate on a model M  where the predicate is not interpreted.
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wher ' and A are positive formulas, is preserva by hM ¢; hgtisto7.
(2) Let hMg;hgistot be a rening inverse systemof nite models. Then any

formulas, is preserva by hM g; hgtistoT.
The proof is easy;its main ingredient is the following

Lemma 11 (1) LethMs;hgistot beatotal and re ning inverse systemof nite
models. Let ' (x) be a positive formula. Then we haveM E ' (») i® for all t,
MiFE " ().

(2) Analogouslyfor re ning inverse systemsand positive primitive formulas.

As we sawv above, niteness of the M ¢ ensuresthat the topology on the inverse
limit is compact; this is essetial if we want to allow existertial quarti cation in A.
Note that parts (1) and (2) of the lemma imply inter alia that the inverselimit is
nonempty.> The proof of the lemma tells us something about negations of positive
formulas aswell: not only M 6 ' (») i® for somet, M ; 6 ' (»), but actually if
M6 "' () thenfors, t,M 6 ' (»). Hereare examplesof presened formulas.

i) The classof presened sertences, although de ned by meansof positive for-
mulas, includes sertencesinvolving negation: e.g.,

8x(:" I A)
is equivalert to 8x(' _ A);
8x(" ! :A)
is equivalert to 8x(" ~ Al ?); and
ox: '

is equivalert to 8x(" ! ?). Here,' and A are positive. On the other hand, a
simple formula such as9x(A(x) ~ : B(x)) is not presened. At any particular
stage we can be uncertain whether an A is in fact alsoa B, even though in
the limit there is no longer uncertainty.

i) Universal Horn formulas: 8x1;:::;xn(' ! A), where' is a conjunction of
predicates,and A is a predicate; theseformulas expressthe presenceof a law.

iii) Formulaswhich express'thereareat mostn x such that ' ', where' is positive,
sincetheseformulas are of the form

8X;Xq;:iiniXn(" ! X=X il X = Xp).
iv) Let us present the fragment presened in a form familiar to linguists. As
before, think of 9 and 8 as binary determiners

then the fragmert isolated in part (1) of the theorem, the stable formulas, are
de ned inductiv ely as follows:

5The proof that disjunctions are preserved upwards contains a subtlety: it usesthe fact that we
may take a co nal subset TCof T and still obtain an inverse limit isomorphic to M .
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a. Atomic formulas are stable.

Note that 9x1;:::;xn("; A) and 8x4;:::;X,(>;A) are positive (where > is
a tautology); in general, however, 8x1;:::;X,(; A) is not positive, so we
cannot sharpen (iv,b) to: ‘if ', A are stable, then 9x1;:::;x,(; A) and
8x1;::1:xn (" A) are stable'.

positive.

Referring to part (2) of the theorem one can de ne an analogousconcept of stable
primitiv e formulas, in which clause(3) is modied to: ‘if ' , A are positive primitiv e,
then :::".

Let us now return to the motivating example at the beginning of this section.
One can shaw the following:

Theorem 12 The following are equivalent:

i) For any inverse limit M of a total and re ning inverse system,' (x) deter-
mines a closel setff :M ;f ' gu F
i) ' is positive.
ProorskeTcH That (i) implies (i) follows from Lemma 11. The corverse uses
Lyndon's theorem (cf. Chang and Keisler 199Q theorem 5.2.13). Analogousresults
hold for inverselimits of re ning inversesystems. 2

An iterated useof Lyndon's theorem allows oneto prove a stronger result. Note that
a conspicuousexampleof a non-stable formula is the formula which expressesthere
areat leastn x such that ' ', i.e., 9x; Xq;::;Xn (G (X = x) MM (X = X)) (X)),
and indeedit can be shown that suc formulas neednot be presened. This is why
statemerts such as “a human being has two arms', in order to be presened, have
to be formulated positively, for example as “a human being has a left and a right
arm'. That this is no accidert is shavn by the next theorem.

Theorem 13 (1) Suppsepis preservel by all total and re ning inverse systems.
Then p is equivalent to a conjunction of senten@s of the form

wher ' and A are positive formulas.
(2) Supmseu is preserve by all re ning inverse systems. Then W is equivalent to
a conjunction of sentenes of the form

8xyiiixn(t ! A),

wher ' and A are positive primitive formulas.
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The proof of this result is too complicated to be given here. What the theorems
taken together show, is that the essenceof presenation on inverselimits is given
by Lemma 11; namely that positive (primitiv e) formulas are presened upward.



Perception, or: non-monotonicit vy, the

hard way

In the analytical philosophical tradition, and elsewheredirect perception hasbeen
thought of asa hallmark of certainty; sensedata were preserned asa solid foundation
on which to erect knowledge. In logical semartics remnants of this position can be
found when direct perception reports are taken to be irretractable if true. This
position is rather problematic. Philosophy of sciencehas made clear that a form
of perception which is epistemologically or theoretically neutral is hard to defend.
The empirical basisof knowledgeis open to revision, just like knowledgeitself.

Logic of vision is basedon the ideathat we only have direct perceptual accesgo
fallible approximations of material objects, not to the objects themseles. Material
objects are more like Kantian “things in themseles'. On this view the properties
of a perceived object are in principle hypothetical; it may be impossibleto decide
whether they are due to material objects, to our cognitive abilities, or to interme-
diaries. Normally one disregardsthe hypothetical nature of perceived objects; but
this is largely a pragmatic issue,basedon the fact that their properties are often
stable under change of perceptual information. It is this stability which makes it
natural to assumethat there are material objects bearing them. Stability alsoin-
ducesexpectations asto how an object will appear when perspectives are altered.
Nevertheless, properties may be erroneously ascribed; hypothesesexpected to be
true may still be refutable, and hencethey should be treated as sud.

This view on perception, which section 5.3 discussesn more detail, should have
consequencesor the logical semariics of direct perception reports. The semartics
developed in section 2 is basedon “elds of vision as approximations to a part of
reality, and relative to an approximation perception reports need not be veridical.
As for other kinds of inference,the (in)v alidit y of veridicality depends(i) on the per-
ceptual resourcesavailable for conditional quanti cation, and (ii) on the pragmatic
expectation that perception reports are stable under re nement of approximations.
The results of section 3.6 can be usedto show that if this expectation is justi ed for
positive perception reports, veridicality follows. Sudc expectations can be pitched

47
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too high, though, and should therefore correspond to defeasiblerules; as in the
formalised pragmatics of section 3.

This chapter endswith a study of pegsin logic of vision. But "rst we concerrate
on the logical form of perception reports. The inferencesof chapter 2 are discussed
aswe go along.

1 The logical form of perception rep orts

The presern set up sustains a natural distinction between directly and indirectly
perceived objects. A directly perceived object is represertied by a free variable,
which can only be “‘measured'with "nite precision; the degreesof precision being
given by conditional quanti ers 9(3G). Instead, “indir ectly' perceived objects, such
asthe doctor in (1), are represened by meansof bound variables.

(1) Jack sawv Sharonphone a doctor.
Someexamplesshould clarify the distinction further.

The direct perception report (2) is renderedformally as(3) (cf. the propositions
of form (18), chapter 2, in Grice's analysis of perception reports).

(2) | seethis arm.

) 9AAX)IG)

Here, the demonstrative “this' is interpreted as the variable x, which receiwes its

value from a contextually given assignmem. So, x corresponds with the arm per-

ceived directly, and the frame G with the TTter of the subject's perceptual eld.
There are two ways to interpret proper names. Firstly, one may interpret (4)

with a demonstrative elemen as: “this object | seeis Sharon'. Formally this corre-
spondsto having a free variable in the represeration, asin (5).

(4) | seeSharon.
(5) 9x = §G)

The constart s, for Sharon, denotesa thread in the inverselimit. Secondly one
may read (4) inde nitely as: “an object | seeis Sharon', asin (6).

(6) 9x9(x = sjG)

Theorem ?? shows that for rich enoughframes (6) can be written asthe open (7),
provided the algebra has no information about the variable x.

(7)  9(x = siGx)

In what follows, we shall often usethe open form. Here are somefurther examples:
(8) I seean arm' becomes:9x9(A(x)jG); and

(9) I seeRussellwink' becomes:9(x = r » W(x)jG) or 9x9(x = r » W(x)|G).

An exampleof areport with anindirectly perceivedobject, asin (1), is (10) meaning
(12).

(10) | saw Jack walk towards an ant hill.
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(11) 9(x =j ™ 9y[Ah(y); W(x; ¥)IiG)

As did Hintikka 1969 the examples shav that the semarics for perception re-
ports describing objects is similar to those describing scenesmainly the descriptive
content within the scope of "to see'varies. Below we discussways of interpreting
arbitrary quanti ed noun phrasesin perception statemerts.

It should be noticed that in all the examplesthe perception operator hasan open
statemert within its scope; someof the objects described must be seendirectly. This
is crucial, for a frame G acts trivially on “closed'truths or falsities; 9(1jG) = 1 and
9(0jG) = 0. From this we also seethat substitution may fail

x=1&9(" (x)jG) 6) 9( (ViG)

with t a constart or a variable. Section 5.2, on evidertials, indicates how to gener-
alise the distinction betweendirectly and indirectly perceived objects to direct and
indirect perception reports.

2 Possibly non-v eridical perception rep orts

The semartics of direct perception reports will be basedon the idea that a "eld

of vision approximates part of reality. Reality itself appearsas a “regulative ideal’;

i.e., an inverselimit of rst order models. So, the most important issuesleft for a
semartics of possibly non-veridical NI reports are to specify the rdlesof approxima-
tion and partialit y. The relation betweentheseconceptsis given by the insight that

a perceptual "eld doestwo things: (i) it determinesa part of reality corresponding
to what is seen,and (ii) it determinesthe TTter through which this part is seen.
Giventhe discussionin chapter 3, it is clearthat an approximation canbe modelled
by a suitable conditional quanti er on the inverselimit. Soit remainsto import the
notion of partiality. We do soin a discussionof the (non-)inference called partial

perception.

2.0.3 Partial perception

Perhapsthe rst requiremert for an analysis of “see'is that it should be able to

cope with reports of the following kind, emplaying NPs, in nite VPs, and PPs:

Whitehead sav Russell Russellwinked
Whitehead sawv a winking man

Whitehead sav Russell Russellwinked
Whitehead sav Russellwink

Whitehead sav Russell Russellhad his shirt unbuttoned
Whitehead sav Russellwith his shirt unbuttoned

The common feature of these examplesof invalid inferencesis that the sertence
"Whitehead sav Russell' refersto a stage of approximation s, whereasthe factual
statemerts are true in an approximation t possibly di®eren from s. In particular, t
may be incomparableto s|e.g., if Whitehead sav Russellfrom behindjor t may
be a re nement of s but still the distance between Whitehead and Russell could
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have beentoo large for Whitehead to actually see,e.g., that Russell had his shirt
unbuttoned.

Up until now we have formalised the possibly non-veridical semartics of 'w saw
"', ' positive, as 9(' jH), with H a suitable frame assignedto perceiver j. This
is still too crude, though, for it forcesus to declare the above inferencesvalid; by
monotonicity we must have

IX =rjG) M 8x(x=r! WX)! 9(x=r"W(X)jG),

and analogouslyfor the other examples.

However, recall that conditional quanti ers expressconsistency:

9(x =1 W(x)jGs)

says that it is consistert with the information available to Whitehead that Russell
winks. This would also be the case, for instance, if 9(x = r » W(x)jGs) equals
the full set of assignmens F, i.e., when no nontrivial elemen of G; dominates
X = r» W(x). Clearly, onewould not call this “seeing'. Accordingly, to accomalate
partial perception the de nition of the conditional quarti er has to be modi ed
slightly, in such a manner that it is de ned only when it represerts nontrivial
information.

De nition 1 A pseudolattie L is a partially orderedsetin which "nite non-empty
meetsand joins exist. (HenceL neednot have top or bottom.) A pseudolatticelL is
an evidential _; -frameif it is closedunder arbitrary non-empty meets, suc that
the following distributiv e law holds:

\Y \Y,
a_ b= ,(a_h).
In this de nition the meeta” b of elemeris a;b is non-empty, and whencein L,
evenif a® b= 0. We now de ne quarti cation with respectto an evidertial frame.
De nition 2 Let G be an evidertial frame. 9(3G), the existential quanti er con-
ditional on G, is the unique mapping Form j! G satisfying
(*) foralC2 G ' p Cifandonlyif 9(' jG) u C.
- \Y
As before, (*) implies that 9(' jG) must bedenedas fC 2 G' p Cg, whenthe
meet existsin G. In general,however, 9(3G) will be a partial map: Form j! G
The reader may wish to ched that a quanti er 9(3G) conditional on an evidertial
frame satis esthe following subsetof the propertieslisted after de nition 7, provided
9(3G) is de ned for the relevant formulas.
1) ' u Aimplies 9(' jG) u 9(AjG) (partial monotonicity);
2) " W 9(' jG) (partial coarsening);
3) 9C _AjG) = 9(' jG) _ 9(AjG) (partial additivit y);
4) 9(" ~ AjG) = 9(" jG) » A where A 2 G (‘taking out what is known’).
Let G be an evidertial subframeof Form . 9(0jG) will be de ned if G is non-empty,
but it could be di®erent from 0, which may not bein G.
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In order to model the nonvalidity of the above inferences,it is elegan, although
not strictly necessaryto import one more form of partialit y into the conditional
quarti ers. SupposeM ¢ represetts Whitehead's approximation of the world, which
corntains two individuals: as and rs, approximations at stages of a and r, respec-
tively. Supposefurthermore that we have only one predicate, W for “wink'. The
evidertial frame G; could then be taken to be generatedby

flg [ fff Mg fs F W(X)g: x avariableg.

Now supposethat, although both a and r may actually be winking, Whitehead is
only in a position to seea winking. This can be modelled by switching to a dif-
ferert evidertial frame: introduce a predicate WO such that M s F W%as), Wrs)
unde ned, and let C{’ be de'ned as G, exceptthat we use W instead of W. If we
now compute 9(W (x) * x = rjGY), we seethat there is no elemert of & lying above
ff :Mg;fs F W(X) " x = rg, whence9(W (x) * x = rjG) is unde ned, as desired.

It is important to obsene that we need not actually change anything to the
signature of M s; we may just take G to consist of suitable subsetsof elemerts
of G and leave M 5 unchanged. Hence, unlike in situation sematriics, partiality is
not introducedfor the “rst order language;it residesin the conditionally quanti ed
formulas. It would be possibleto set up a four-valued partial logic for formulas in
the languagewith conditional quanti-ers, but we shall refrain from doing so herel

The readermay have noticed that the frame @ is not a subframeof G;, sincethe
interpretation of the predicate has beenchanged. So, whereasG; derivesfrom the
algebra B determined by M 5, G has no immediate relation to M . If we combine
this with the results in the sections 3.3 and 3.4 we get the following picture. For
suitable choicesof frames, conditional quanti ers can recapture the approximating
modelsM g; but conditional quanti cation is more geneal in the sensehat it allows
oneto formalise seweral forms of partialit y simultaneously, using di®erert kinds of
frames.

We conceile of the relationship betweenapproximating modelsand Tters in the
following manner. The basicidea is that perception must be viewed as someform
of Ttering of reality M . Part of the Ttering consists of the inevitable blurring
imposed upon us by our perceptual apparatus; this is formally captured by the
inverse system hM s; hgtisto1 Which has M as inverselimit. Additional “Ttering
occurs becauseof restricted perceptual elds and the e®ectof perspective. This is
not part of the perceptual apparatus, neither is it a property of reality; it arisesasa
consequencef "beingin the world', henceit is put in the Tters only. Very roughly

lin the following we sometimes use Blamey's double-barrelled notion of consequence
(Blamey 1983); partial consequence preserves truth from premise to conclusion and preserves
falsity in the other direction.
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speaking, the M ¢ are concernedwith the possible structuring of experience,i.e.,
concepts,whereasthe Tters 9(3Gs) relate to actual experience,i.e., perception.

Now we arein the position to study the formal sematriics of direct perceptionreports
in more detail.

2.0.4 Semantics
In chapter 2 we have seenexamplesindicating that someone'srange of vision may
come with di®erert granularities; cf. (38). This would mean that a visual eld
consistsof sewveral approximations to possibly di®erert submaodels. In what follows,
howewver, we often assumethat ead viewer comeswith a unique range of vision;
i.e., a single approximation to one partial submodel. We may therefore cortinue to
interpret perception reports by meansof formulas 9(3H ), with ' a positive formula
and H the frame assignedto perceiver j. The subtle issueof negation is discussed
in section 3.0.11.

In chapter 2 we have shaved that the semarics for perception reports of form
‘a seesNP' is closely related to that of form “a seesNP VP;'; all inferencesfor
simple perception reports concerning objects have analogueswithin the domain of
NI-reports. For this reasonwe shall mainly discussinferencesfor this slightly more
generalsetting. Here one could proceedby introducing a formal language, shawing
how its formulas are interpreted in terms of quanti ers 9(3G). For preseri purposes
not much is gained by sud precision, sowe interpret the natural languageexamples
directly into logic of vision; i.e., ‘rst order logic with quanti ers 9(3/G) added (and
inverse limits as models). To begin with, we restrict ourselves to possibly non-
veridical uses;the veridical variants are discussedn section3. The generalstrategy
will be to shonv how the validity of inferencesdepend on the available perceptual
resources,and comparethis with informal linguistic judgmernts.

2.0.5 Retractabilit y of perception rep orts

Recall the children's story on the apparert magic of dimes (i.e. (19) in section1.1).
In this story, one and the sameobiject is described asit occursin di®eren percep-
tions. Its perceived properties vary, dueto the changeof granularity in Jack's visual
“eld at the varying stages. Formally this corresponds to conditionally quantifying

f (x) is perceived to be a dime: f 2 9(D(x)jGiSl), a quarter: f 2 9(Q(x)jG'é2), - |
trash can: f 2 9(T(x)ngn). This accouns for the consistencyof (19) despite the
fact that in reality D, Q and T are mutually incompatible.

2.0.6 Disjunction
What are the logical relationships between(12) and (13)?

(12) Jadk saw Sharonsmile or stare.

(13) Jack sawv Sharonsmile or Jack sav Sharon stare.
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In chapter 2 we have already argued, following Grice, that the exclusive use of
disjunction in (13) is best seenas a pragmatic e®ect,basedon an inclusive inter-
pretation. Due to the distributiv e law of frames, we have for inclusive disjunction:
%(' _AH) i

= fC2H:" _ApcC

= VfCOZ H:' nC%h_fC%2H:ApC%

= 9( jH) _9(AjH)
provided that 9(3H ) exist for the relevant formulas. In section 3.0.11it is shovn
how logic of vision obtains the exclusive usefrom pragmatic reasoning.

At this point we would like to emphasisethat the logic of perception reports is
not classical. Sinceevidertial framesmay lack a top elemen, a ‘vacuous'statemert
such as9(" _ : ' jH), which is equivalert to the positive 9(>jH ), could result in an
unde ned statemert; tertium non datur is not part of the internal logic of “to see’,
and similarly for other classicalprinciples (cf. the earlier remarks on substitution).

2.0.7 Conjunction

Consider the following scenario. Jadk walks about in his garden and seesan ant
and a beetle crawl and ddle. Since the insects fascinate him, he gets down on
his kneesto determine their species. First question: what are the species?Second
guestion: relative to the perception operator, doesthe logic of conjunction alter as
Jad's position changes?We have just seenthat the answer to the secondquestion
is "no' for inclusive disjunction, but conjunction is more sensitive in this respect;
and logic of vision provides a ° exible instrument to study the alternativ es.

The general case In situation semariics, (14) and (15) are equivalent because
conjunction has wide scope over the perception verb.

(14) Jadk saw this ant crawl and “ddle.
(15) Jadk saw this ant crawl and Jack saw this ant “ddle.

Indeed, (14) is true, i® Jack's sceneveri es that this ant crawls and “ddles, i®, by
de nition, Jadk's sceneveri es that this ant crawls and Jad's sceneveri es that this
ant ddles (cf. Barwise 1981 Kamp 1984 among others). Logic of vision predicts
that (14) implies (15) in caseof nontrivial perception. This is a consequenceof
partial monotonicity: .

“ WA 9(CH)

9(AH)

if 9" jH) and 9(AjH) exist. Therefore, conjunction satis es the inequality (16)
whenever the perception statemerts are de ned.

(16) 9 ~ AjH) p 9( jH) ~ 9(AjH)
This conforms to linguistic judgemert; a linguist may even judge the sertences

equivalent, especially if the inferenceis presened in isolation. However, the presert
logic suggeststhat this judgemert could be basedon badkground assumptionscon-



A LocIc OF VISION / 54

cerning perceptual information (i.e., the available frame) which are not always jus-
tied.

Logic of vision allows for poor perceptual resources;as a consequencethere
are counterexamplesfor the inferencefrom (15) to (14). Supposethat at a certain
point during Jack's walk heis unableto distinguish crawlersand “ddling things from
ead other, for Jack they are just moving objects. Under such circumstances,one
could construct the following counterexample (cf. section 3.3, example 2, “blurring
of individuals'). Choosea model M in which:

i) there are crawlers and "ddling things;

i) the crawlers and the "ddling things all move: 8y[C(y) _ F(y); M (y)];
iii) no crawler “ddles: :9 y[C(y); F(y)] (equivalently: C(y) " F(y) = 0);
iv) the object y that Jadck perceivesis a moving ant: A(y) ™ M (y).

Let Jack's visual information consistof the frame H := f0; M (y)g. This meansthat
Jack cannot distinguish the crawlers and the “ddling things: 9(C(y)jH) = M (y) =
9(F (y)jH). Now (15), with “this ant' wide scope, means(17).

(A7) A(y) " 9(C(V)jH) ~ 9(F (Y)iH)
This is true, becauseA(y) * M (y) is. But (14) means(18).

(18) A(y) " 9(C(y) " F(V)iH)
This is false because9(C(y) * F(y)jH) = 9(0jH) = 0.2

Should the courterexample be consideredan artifact of the logic, or can we
make senseof it linguistically? A “rst reaction might be: it shows that conjunction
always has wide scope, just asin situation semariics. But perhapsa more subtle
judgment is possible,too, which would make the courterexample 't “the facts'.

A spealker of (14) and (15) should know that the perceptionverb in an NI-report
may in° uencethe interpretation of the verbs within it scope. Hence, he will be
careful in phrasing his report, for the conjunction of two verbs could have a di®erert
interpretation than the verbstaken separately whencethe perception verb may act
di®erertly on them aswell. This is what happensin the counterexample: Jadk has
preciseinformation on the empty property, but only approximate information on
ead of the verbs. We must askthe readerto judge whether this distinction is viable
or not, but we think it is a virtue of logic of vision that it allows oneto draw it.

Ric her frames The counterexample may evoke yet another response: the verb “to
see'may have scope over conjunction, but its interpretation only makes sensefor
more realistic perceptual resourcesthat is, we should seard for sensibleconstraints
on frames, and study the logic in casethey are satis ed.®> We shall not consider
such constraints here, but we do indicate how richer framescould make a di®erence.

A frame could be “rich' in the sensethat it hasfully preciseinformation for one

2There are slightly more involved counterexamples which do not use the arti cial 0.
3The constraints could correspond, e.g, to the constraints put on the interpretation of 2-D images

as 3-D scenes;Brady 1993 has a lucid intro duction.
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of the conjuncts. Then, (15) implies (14). For instance, C(x) 2 H capturesthe fact
that Jack accurately discernscrawlers, so

(19) 9(C(y)jH) * 9(F(y)iH) = 9(C(y) " F()iH)

by “taking out what is known'.

More interesting rich frames are discussedin section 3.3, where it is shawn
that conditional quanti cation may be equivalent to Ttered quanti cation (given
in terms of an equivalencerelation). For instance, if Jack's frame G sustains the
equivalence(20), M an inverselimit, he is somehav able to discern all individuals
within its visual "eld (but not necessarilyall their properties).*

(20) M;f FO( &), 9dfs=0g & M;gF "]

Assume,e.g, that (21) and (22) are true of Jack's perceptual eld. Givenarich
G, this "eld canthen also be described by (23).

(21) Jack saw this ant carry a crumble.
(22) Jack saw this ant walk towards the ant hill.

(23) Jack saw this ant carry a crumble and walk towards the ant hill.

To show that in this case(21) and (22) imply (23), we reasonas follows. Let (24)
model the conjunction of (21) and (22).

(24) M f F 95(A(x) ™ Ca(x;y) * Cr(y)) " 9s(A(x) * W(X; z) * Ah(z))
So “this ant' has narrow scope and the inde nites have a speci ¢ reading (non-

speci ¢ readings are possible as well). Suppose (24) is true. Then there are g;h
with g=5f and h =5 f sud that

Mgl A(X) " Ca(xy) * Cr(y) & M hE A(X)» W(X; ) * Ah(2).
De ne f % by: fJ(y) = as(y), f5(2) := hs(z), and f °(u) := f (u) elsewhere.Then,
fs=fg,and M ;f* E A(X)» Ca(x;y) ™ Cr(y) » W(x; z) » Ah(z). So(25) is true,
asrequired.
(25) M ;f E 95(A(X) N Ca(x;y) ™ Cr(y) M W(x; z) » Ah(2))
Evaluating the above two examplesin terms of constraints on frames, one might
expect that realistic constraints will identify them as “extremes'of somesort.

Di®eren t frames Let usreturn to Jadk, when he was on his kneesto look more
closely at the ant and the beetle. In this position we could have reported the
conjunction of (26) and (27) (cf. (38)).

(26) Jack saw this ant walk nearhy.
(27) Jack saw that beetlewalk at a distance.

We judged this conjunction unequivalent with (39)|here repeatedas(28)|b ecause
Jadk may not be able to focus on scenesat di®erert distancesat the sametime.

(28) Jadk saw this ant walk nearby and that beetlewalk at a distance.

4Recall that fs = gs means: f5(x) = gs(x), for all variables x.
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The example suggestsanother reason why the import of conjunction could
fail; namely: in case of wide scope conjunction ead conjunct may bring its
own Tter. To sketch the issuesat stake, consider the “poor' singleton frames
H, := fant-nearby(x)g and Hy, := fbeetle-at-a-distancdy)g. The rst Tter only
has information on ants nearby, the secondonly on beetlesat a distance; whence
the conjunction of (26) and (27) could be true, for (29) is equivalert to (30).

(29) 9(ant-nearby(x)jH a) * 9(beetle-at-a-distancdy)jH p)

(30) ant-nearby(x) * beetle-at-a-distancgy)

On the other hand, the useof H, with this conjunction within its scope would make
(28) true for the wrong reason.

(31) 9(ant-nearby(x) ~ beetle-at-a-distancdy)jH 3)

The Tter eliminates the unseenpart from the description, which results in

(32) ant-nearby(x).

Instead, one would expect (28) to be unde ned in this case;after all Jack doesnot
seethe beetle. For the framesH, and Hy, this meansone must use (33).

(33) 9(ant-nearby(x)jH a) * 9(beetle-at-a-distancdy)jH 5)

The formula (33) is unde ned because9(B (y)jH 4) is the top elemert V; 2 Form ,
which is not in H,.

Perhaps this logical obsenation con rms the linguistic idea that conjunction
should have wide scope over the perceptual verb. But apart from the fact that we
doubt this to betrue, it would surely be more interesting to arrive at this conclusion
on the basisof more realistic frames.

This endsour discussionof conjunction. The next topic is quanti cational inference,
which beginswith someoptions for the interpretation of quanti ers.
2.0.8 Quantiers
A sertence such as ‘Jacks sees[ppDET N] VP, with DET denoting a LindstrAm
quanti er D, canbeinterpreted in at least three ways (narrow scope readings of D
are discussedin section 3.0.10)°

T1 Dx[; 9(AjH)]

T2 Dx[9(' jH); 9(AH)]

T3 Dx[9(' jH);9(" ~ AjH)]

5Let M beamodel and F its space of assignments. Recall from section 3.3 that formulas ' are
treated as subsets [' ], of F. So, to make senseof the formulas to follow, we have to 'lit’ the
determiner D as a relation between subsets of jMj to a map Dx, x a variable, from subsets of F
onto a subset of F. This can be done as follows:

f 2Dx[A;B]li®D(fd2 jMj :f} 2 Ag;fd°2 jMj :flo2Bg)
for all A;B p F. As a consequence
DX Iy ;I[A]IM 1= [Dx[; A]]IM )
since: M ;fX F Ai®@fX 2 [A], .
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T2 and T3 restrict the domain of quanti cation by Jacks's "eld of vision|since
the “rst argumert is so restricted|while T1 doesnot. T3 incorporates a further
restriction by repeating' in D's secondargumert within the scope of the condi-
tional quanti er. ® Whence T2 and T3 are di®erer, for by consenativity of D we
respectively have (34) and (35).”

(34) Dx[9(" jH);9(" jH) ~ 9(AjH)]

(35) Dx[9( jH);9( jH)~ 9(" ~ AjH)]

The previous discussionon conjunction shaws that (34) and (35) are not equivalent,
but that T3 and (35) are (again, provided 9(3G) de ned). Doesthis meanthat we

have to opt for T3? Not necessarilly for the semariic di®erenceshetweenT2 and
T3 are subtle. To seethis, consider(36).

(36) Jadk saw a dead man walk.

For simplicity, assumeG; is rich enough to make (37) and (38) equivalent (cf.
section 3.3).
@7) M:f F 9 jGs)
(38) 9g[Es(f;g) & M ;gF "]
As before, Es is the equivalence relation between assignmeits with: Eg(f;g) i®
fs = gs. Sogiven an assignmen f, (36) means: there is an object f (x) which
Jadk's approximation cannot discernfrom: (T2) a material deadman and a material
walker, or: (T3) a material dead man and a material dead man walking. Both T2
and T3 provide for a dead man walking as far as Jack's "eld of vision is concerned,
but T3 has the supplemenary “transcendenial' requiremert that this is due to a
material dead man walking.

Since we seeno principled way to chooseamong T2 and T3, we opt for T3. It
should be clear how the argumerts to follow must be adapted for the simpler T2.

Considerthe following pair of sertences,illustrating in- and exportation of a deter-
miner DET:

(39) Jack sav DET children swim.
(40) DET children are such that Jack sawv them swim.

Here, DET denotesa LindstrAm quarti er. In chapter 2 we have remarked that for
DET equalto "a', “all', or “'no' (39) and (40) should be independert of eact other, if
onedrops veridicality. On the other hand, the usualtranslation into “rst order logic,
or even generalisedquanti er logic, does give equivalence (cf. van der Does1991]).
We shall now translate these sertencesin the framework of conditional quanti ca-
tion, to seeunder what conditions the implications are predicted to hold.

6This tric k is also used to embed generalised quanti cation into DRT (Kamp and Reyle 1993, ch.
4); we shall seeshortly that it also helps logic of vision to get the correct interpretation of simple

anaphoric elements.
“Conservativit y is the constraint: D(X;Y) , D(X;X \ Y), satis'ed by almost all natural

language determiners.
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We are interested in a reading which makes (39) di®erent from (40). Thus, a
translation by meansof T1 is not what we are after, for then both (39) and (40)
are interpreted as (41).

(41) DXx[C(x);9(S(x)jH)]
Instead, T3 reads (39) as (42), which may not be equivalent to (41).
(42) DX[9(C(x)jH); 9(C(x)  S(X)iH)]

As in caseof conjunction, logic of vision doesnot give a single answer concerning
the logical relationship between (41) and (42). Instead, it predicts how the (non-
)inferencesdepend on the available perceptual resources. To shaw this, we follow
Jadk to a seasideresort, where he is a lifeguard in his sparetime. At rst Jack
is sitting in his obsenation post, from which he can seeall children and recognise
them as such. After a short while a child getsin danger. So Jack runs to the
seashore where he does not seeall children but doesrecognisesthe children that
he sees,among which the unhappy one. A suddenwave almost drowns Jack, but
his colleaguesmanageto rescuehim (and the child). As soon asthey have dragged
Jadk into a helicopter, Jack hasall children within eyeshot again, but the water in
his eyesprecludeshim to identify them precisely

Let us go through this story once more to seewhat happensto Jad's logic of
vision as he goesalong.

Case (a) "Jad recognisesa child when he seesone, and he can seeall children.'

Formally this means: C(x) 2 H. Since9(3H ) is the identit y on the elemens of H,

C(x) 2 H is a veridicality assumption for the rst argumert. Indeed, in this case
(41) is equivalent with (42) for eat determiner D:

DX[C(x); 9(S(X)iH)]

= Dx[C(x); C(x) ™ 9(S(x)jH)]

= DX[C(x); 9(C(x) * S(x)iH)]

= DX[9(C(x)jH); 9(C(x) " S(x)jH)]
The rst step is by consenativit y, the secondstep by “taking in what is known',
and the third step from 9(C(x)jH) = C(x).
Case (b) “Jad recognisesa child when he seesone, but he might not seeall
children'; i.e., C(j;x) 2 H, where C(j;x) p C(x) restricts the children to those in
Jack's perceptual eld (as in situation semartics). Let D be a "MoN" determiner
(e.g., a' or “at least n').® Then logic of vision predicts that (41) implies (42), but
not corversely To show the implication, rst obtain

DX[C(j;x); 9(S(x)jH)] = DX[AC(j;x)jH): 9(C(j; x) » S(x)jH)]-

8Recall that
2 [D]is moN", i®: [D](X;Y)and Y p Z implies [D](X;2Z);
2 [D]is moN#, i®: [D](X;Z) and Y p Z implies [D](X;Y);
for all X;Y;Z p E. Left monotonicit y is de'ned analogously.
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asin case(a). By weak monotonicity and the fact that D is "MON".
DX[C(j;x); 9(S(x)jH)] 1 DX[AC(x)jH); 9(C(x) * S(x)jH)].

It is worthwhile to notice that C(x) is imported into the scope of 9(3H ) within
D's secondargumert. This may seemsurprising; for supposeJadk saw a girl instead
of children. Then all C's in the above argumert are changedto G, and (40) becomes
(43) (similarly for (39)).

(43) A girl is such that Jack sawv her swim.

But couldn't it be the casethat there is a girl whom Jack perceives as swimming,
without actually being aware that it is she who swims? No, becausethe anaphor
her in (43) is taken to imply that the girl is imported in Jack's visual "eld; since
he correctly identi es children, the conclusionfollows.

At this point we should highlight that logic of vision o®ersdi®erer predictions
than those of situation semarics. Situation semartics assumesveridicality at the
lowest level: sEe(j;R) p R, for ead relation R. Instead the “Ttered, possibly non-
veridical properties used here, may becomecoarser: R © 9(RjH). This means,
e.g.,that in caseof monotone determiners the inferencesdeclaredvalid by the two
semartics could be ead other's opposite. Nevertheless,for non-veridical perception
the predictions of the preser logic accord with our informal semaric judgmerts;
here as well asin the casesto follow. Further, in caseof veridical perception the
judgments of the logics are similar: both indicate that only positive formulas are
veridical.

We now shaw that the conversefails for numeralsn (n, 1) onthe "at least' and
the “exactly' use? It may be assumedthat C(j;x) is properly cortained in C(x)
(for otherwise the conversefollows from (a)). Let Jad's perceptual resourcesbe
the frame H generatedby f C(j;x); H (x); S(x)g (H for: human). Assume

i) all children are human: 8x[C(x); H (x)];

ii) all swimmersare children: 8x[S(x); C(x)];

ii) there are n humanswho swim: n x[H (x); S(x)];

iv) Jack seesa child: 9x:C(j; x);

V) no children seenby Jadk swim: :9 X[C(j; x); S(x)].
Due to (ii{v), there is a child who does swim and there is one who does not, so:
9(C(x)jH) = H(x). And dueto (iii), 9(C(x) " S(x)jH) = H(x) * S(x). Therefore,
(42) is true:

nX[9(C(x)jH);9(C(x) » S(x)jH)] ~ nx[H (x); S(x)].

9The argument can be adapted to all logical MON" determiners on Tnite domains. Flum has
observed that on nite domains MoN" determiners can be written asDf with f :! j! ! sothat
f(n) - n, and: DfE(X;Y) i® jX \ Yj, f(Ej) (Flum 1985). We may assume that "mMoN" D
is non-trivial, for otherwise the converse does hold. So, there is E with f (JEj) , 1, on which a
countermo del can be constructed as indicated.
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But (41) is false: n x[C(j; x); 9(S(x)jH)] © n x[C(f;x); S(x)], and no child seenby
Jack swims.

What about determiners other than "MoN" numerals? Since #mon# determin-
ers,such as'no' and “at most n', are negationsof "MoN" D, they sustainthe corverse
(non)-implications valid for the "MoON" determiners. In a sensethis argumert is too
quick, though, since it ignores the problematic aspects of negation; this issueis
studied in section 3.0.11.

It is alsoimmediate that for a #mMoN" D sudch as ‘ewery', we may infer (41) from
(42):

DX[9(C(x)jH ); 9(C(x) * S(x)jH)] 1 DX[C(j;x); 9(S(x)jH)I,
for C(j;x) L 9(C(x)jH) and 9(C(x) * S(X)jH) K 9(S(X)jH). We leave it to the
readerto nd a counterexample for the converse(cf. also footnote 9).

Case (c) 'Jadk can seeall children, but he cannot identify them precisely’ We
show for "MON" numerals that in this case(41) and (42) are independert of eath
other, as we think they should be.

For a start we show that one of Jadk's colleaguesin the helicopter cannot infer
(42) from (41). Given Jadk's poor shape there may be at least two children swim-
ming within his eyesigh, but Jadk need not perceive such children. To shaow this
formally, choosea model M and a frame H suc that

i) "There are n children’: nx:C(y) and “there are swimmers': 9y:S(y);

i) "No child swims": :9 [C(y); S(Y)];

iii) “Jad only discern humans and the empty property: H := fH(y);0g;

iv) "All children and swimmers are within Jack's “eld of vision: 8y[C(y) _

S(y); H ()l

Nota bene, Jadk's visual resourcesare too poor to discern children: C(x) 62H!
Under theseunfortunate circumstances:9(S(y)jH) = H (y), and hence(41) is true.
But C(y) ™ S(y) = 0, whence9(C(y) » S(y)jH) = 0, sothat (42) is false.

The direction from (42) to (41) should be invalid, too, becausewhat appears
to be a child to Jack neednot actually be one. This is a point whereit is crucial
to have evidertial frames rather than just frames; when D = 9 the inferenceis
valid for each H with 0 2 H. Suppose9[C(y);9(S(y)jH)] is false. Since S(y) u
9(S(Y)jH), 9[C(y); S(y)] is false as well. Whence 9(C(y) » S(y)jH) = 0, so that
IyY[I(C(y)jH); 9(C(y) » S(y)jH)] is false as before.

The inferenceis invalid for evidertial H. Let Jack's perceptual frame be gen-
erated from the properties F, for: having fun, and W, for: woman, which include
swimming and children, respectively. H isthe framefW (y)*F (y); W (y); F (y); W(y)_
F(y)g. Assume

i) there are n women having fun;
ii) there are children but none of them hasfun; so9(C(y)jH) = W (y);
iii) no children swim (for it is fun); so9(C(y) * S(y)jH) = W(y) * F(y); and
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iv) there is a non-femaleswimmer; so 9(S(y)jH) = F(y).

All in all this makes(42) is true, because:

ny[9(C(y)iH); 9(C(y) * S(Y)iH)] ~ ny[W(y); F(y)]
But (41)isfalse: ny[C(j;y); 9(S(y)iH)] ~ ny[C(f;y);F(y)]. The inferenceremains
invalid when Jack is able to discernthe swimmersprecisely (usethe sameargumert,
but assumethat “swimming' and “having fun' coincide: 8x[S(x) $ F(0)]).

For “ewery' the situation is of coursedi®erert. First, the direction from (42) to (41)
does follow, given the fact that it is #MON". But the corversestill fails, as the
reader may wish to ched for himself.

This section has shavn that non-veridical perception reports already usessome of
the intricacies of the logic of vision, but the situation becomeseven more interesting
in caseof veridical perception.

3 Veridical perception reports

Recall that we took the expression’| seean arm' to mean the conjunction of (i)
and (ii).
i) “with the presert approximation the object that | focuson is identied asan

arm’,
ii) "l expect this to be the casefor every more re ned approximation'.

The secondcondition is evidertly non-monotonic: more precise information may
cortradict the expectation expressedn (ii). As sud, (ii) doesnot yet expressthat
our perception will be veridical: for this we would need a result which says that
if ' is true in every approximation, then ' is true ('in reality', i.e., on the inverse
limit). Combined with such a result, (ii) yields veridicality .

The purposeof this sectionis to give a preciseformulation to veridicality con-
ceived of as a defeasiblerule. We rst discussthe standard format for defaults, and
then presen a slightly deviant form, more suitable for applications to perception.
This is then applied to study veridicality inferences!®

3.0.9 Pragmatic inference from default rules

In Reiter's version of default logic (Reiter 1980, a default is a rule of the form

A normal default is onein which there is a singlejusti cation which is identical
to the consequen this is the kind of default of interest to us. Normally, defaults

10The interpretation of default rules owes much to conversations with Frans Voorbraak.
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are usedto expressrules with exceptions,sud as 'Birds °y', formalised as
B(a) : F(a)=F(a);

for every constart a. A default theory consistsof a set of facts and a set of default
rules. The facts ((Tweely is a bird") are taken to be speci ¢ and reliable informa-
tion, and the defaults represen general information. In our casethe situation is
slightly di®erert: the speci ¢ information consistsof perceptual judgments, which
are approximate, hencedefeasible. The default rules should expressthe expectation
that the judgment will continue to be true in more re ned approximations. In this
slightly di®erert situation, the intended interpretation of defaults also undergoesa
subtle change.

For the following discussionwe assumegiven an inversesystemhMg; hgtistaT
with inverselimit M and a corresponding system of quanti ers 9(3jGs) (cf. sec-
tion 3.3.0.2). If 's' stands for the present approximation, the statemert (i)

with the presert approximation, X, the object that | focuson, is identi ed asan
arm

is formalised as 9(A(X)jGs). In Reiter's format, statement (ii) would then be ex-
pressedby the default rule

IAX)IGs) 1 A(A(X)]G)=9(A(X)]G) (for t > s),
which says that if evidenceat stages supports A(x), and if it is still consistert to
assumeA(x) at staget, then assumeA(x) at staget.

However, a di®erer, “evidertial', interpretation better ts the perceptual situa-
tion. The discussionof Marr's theory of object recognition in 3.5 strongly suggests
that the stages, given by (i), should represen the maximal available information :
we move downward in the hierarchy of 3-D models until the "nite resolution of the
image leadsto a branching. But in that casewe cannot have any evidenceagainst
9(A(X)jG) at stages. For simplicity assumethat 0 is an elemen of the frame
G;. Supposethe evidenceat stage s is summarisedby 9(' jGs) 6 0, sothat we
have 9(" jGs) M 9(A(X)jGs). Supposefurthermore that 9(' jGs) \ 9(A(X)j&) = 0.
Then, 9(9(" jGs) \ 9(A(X)IG)IGs) = 0; s09(" jGs) \ 9(9(A(X)jG)iGs) = 0; whence
9(" jGs) \ 9(A(X)jGs) = 0, a corntradiction.

Hencewe shall take a default to be a rule of the form

9(" 1G)=9(" iG)
with ' a positive formula. This rule should be interpreted as: if | have obsened
' at stages, and s represerts the maximum available accuracy then | may assume
that | will obsene' at staget.'!

Having introduced the expectation inherent in every perceptual experiencein

11The di®erence between Reiter's interpretation and ours is that we take the consistency of the
justication to be relative to a stage s, whereas in Reiter's caseit refers to an extension of the
default theory. Here, we shall forego a discussion of the possible notions of extensions applicable
in this context; seeVoorbraak 1997.
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the form of a default rule, we return to the principle of veridicality, which would

sanction inferencesof the form
| seean arm
There is an arm

or formally
IXI(A(X)IGs)
9XA (X)
To seethe connection betweenthe default rules and veridicality, assumethat we
have an assignmen f suc that for all t, f 2 9(A(X)jG); doesit then follow that
M ;f E A(x)? For positive formulas, the answer is "yes'!?

Theorem 1 Assumethe bonding mappingsare surjective. For positive ' ,
T . .
279 IGs) =" .

This result fails already for negations of atomic formulas! 2

A related result, with “positive' replacedby “positive primitiv €', holds if the bond-
ing mappings are not necessarily surjective. We conjecture that the identity

279 jGs) = ' implies that ' is positive, but we have not been able to prove
this. A compactnessargumert now gives

Corollary 2 Assumethe bonding mappingsare surjective and let ' be positive. If
forall s2T, M F 9%1:::9%,9(" |Gs), then M F 9x1:::9%," . 2

We go on to shawv how theseinsights can be utilised in the study of veridical per-
ception reports.

3.0.10 Veridical perception rep orts
Veridicality as a defeasiblepragmatic inferenceis a subtle issue,as should become
clear from the discussionof numerals and negation.'3

Monotone increasing numerals In section2.0.8 someinferenceswith numerals
failed becausethe percepts of Jack as a lifeguard were treated as possibly non-
veridical. But what if his perceptsare ‘rounded o® by adding the expectation that
they are stable? In particular, if Jack sav at least two chiddren swim, and his
identi cation of children is presumedto remain correct (9(C(x)jG;) 1 9(C(x)jGs)

12The proof esserially usesthe fact that positive formulas determine closed sets of assignmerts;

this was established in section 3.6.
13The import of conjunction into the scope of the perception verb can also be formulated as a

defeasible principle: .
9(" jGs) ™ 9(AJGs)
9(" "~ AjGs)
If we are justied in expecting that each (positive) conjunct is stable under re nement of infor-
mation, then conjunction can be imported into the scope of "to see'. This is immediate from
Theorem 1.
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for t , s by defeasibleassumption), doesit then follow that at least two children
swam? It depends. To shav what is at stake we considerthe numeral “two'.%4

The familiar "rst order de nition of ‘two' corntains a negative elemer; it states:
there are objects unequal to eat other suc that:::. This negative elemert blocks
veridicality for the de nition, since Theorem 1 cannot apply. However, it is defen-
siblethat x 6 y isinferred from a irre® exiverelation D (for; di®erer). If this view
is taken seriously we get veridicality for "MoN" numeralsin the following sense(we
state n = 2).1%

YOGy ()™ WIS, NUM"
xX9y[x &y (x)"" (V)]

AssumeM ;f F 9X9y[9(D(x;y) " (X) N " (¥)iGs)]l. Then there is g =4y f sud
that M ;g F 9(D(x;y) ' (x) "' (¥)jGs). Choosesudch a g. Veridicality gives:
M;gF 9D )N ()N (V)G), for all stagest. Whence,for all stagest: M ;f
MDD (x; y)*" ()N ()i&)- By Corollary 2: M ;f = 9x9y[D (x; y)** (x)*" (Y)]-
Further, the fact that D is irre® exive is presened: since 8X[Dxx; ?] is true in all
stages,it is true in M aswell. We conclude: M ;f E 9x9y[x 6 y* ' (X)"' (y)], as
required.

Obsene that the sameargumert works for numerals within the scope of “see'.
Since 9(3Gs) is only de ned for positive formulas, these numerals should be de-
“nable within positive st order logic (perhaps with irre° exive R added)® An
example of such a numeral is in (44) formalised by (45).

(44) Jack sawv Sharon phonetwo lifeguards.

(45) 9(x = 5" 9y;z[D(y;2) " L(x) " L(y) " P(x;y) " P(x; 2)]iGs)

In the descriptive part of (45) all relations occur positive; hencethey are monotone
increasing. This meansthat after deriving x = s” 9y;z[D(y;z) » L(x) ~ L(y) *
P (x;y) ™ P(x; z)] using veridicality, the irre® exive D can be replacedby 6, asre-
quired. By Lyndon's theorem, which statesthat a predicate is monotone increasing
i® it occurs positive, the sameis true for all positive formulas.

A ched of the above argumert reveals moreover that if one carefully discerns
between the Tst and the secondargumert of the numerals| ' and A below|
veridicality can be usedto derive (47) from (46) (cf. the counterexamplesin case
(c) above).

(46) 9x9y9(D(x;y) "' (x)* " (y) ~ A(x) * A(Y)iGs)
(47) 9x9y[x 6 y" ' (x) ™" ()" 9(AX) ™ Ay)iGs)]

14We now usethe st order detions of this numeral, not the generalised quanti er version. Note
the subtle di®erencebetween2 x9(* ~ AjH) and 9x; y[x 6 y~ 9(" (x)" A(x)jGs)” 9(" (y)™ A(y)jGs),
because9(3Gs) is sensitive to the variables chosen!

15Due to the defeasible rule cons stated in footnote 13, the relativ e scope of » and 9(3Gs) in the

premise is immaterial.
16 Question: which determiners have this property? Only the positive Boolean combinations of

quanti ers “at least n'? Another option would be to seewhether the result for positive formulas
can be extended to include "MoON" determiners.
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Thus we obtain an analogueof the informal ideathat export of quarti ers is related
to veridicality.

Monotone decreasing numerals Recall that in situation semarics veridicality
was “built in' at the atomic level: see(j; R) p R, while logic of vision often allows
coarseningof a predicate: R p 9(RjGs). This di®erencemay show up in the predic-
tions concerning veridicality. In particular, numeric NI-complemerts with #voN#
numerals, such as “at most n', are not veridical in situation semartics; but depend-
ing on the available resourcesthey may be veridical here. For example, (48) is
formalised as (49). Soif (48) is true, and hence9(P (x) " P(y)jGs) in (49) is de ned,
then (50) meaning (51) is true aswell, by #voN" of 8.

(48) Lonely Jack sawv at most one pebble.
(49) 8x8y[9(P(x) " P(Y)iGs);x = Y]

(50) There is at most one pebble.

(51) 8x8y[P(x) " P(y);x =Y]

But isn't this result worrying? No, it just indicates that in this caseJadk has
accurate perceptual information on all pebbles; whence the result. As soon as
his resourcesget poorer in this respect, the inferencemay fail. For example, if we
restrict the pebblesto thoseseenby Jadk (P (j; x) u P(x), asin situation semartics),
the inference no longer holds. It is also blocked if Jack lacks information about
pebbles: then the conclusion (51) could be false, and the premise (49) unde ned.

We must leave it to the readerto ponder over non-monotonic numerals (e.g., “just
ten’).

3.0.11 Negation

In perceptionreports, negation may occur in seweral forms, sometimeswith veridical
import, sometimeswithout. Here we give a formal discussion of the examples
introducedin chapter 2, and we add somemore.

First a formal point. Thusfar we have only consideredquarti ers 9(3G) applied
to positive formulas. This will remain the case;for eadh R there may be seweral
antonymic relations » R disjoint from R, which are positive approximations of R's
complemen. As we shall seeshortly, the approximations may vary for seweral
reasons;that is why we allow more than one antonym of a relation. The only
“negations' which may occur inside 9(3G) are » R. In this way, all formulas of
interest remain positive, and the machinery developed so far applies.

Since Jadk's talents as a birdwatcher are limited, (52) should not imply (53).
(52) Jadk saw no hawk °y.

doesnot imply

(53) No hawk °ew.

Formally, this can be seenby adapting the secondargumert under Case (c) for
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quanti ers, in section 2. But it is also instructive to seewhy this is so at an
informal level.

Let 9(3H ) be the conditional quanti er assaiated with Jadk's perceptual “eld,
incorporating both a Tter and a domain restriction. Now (52) may be formalised
by (54)

(54) 9 X[9(H (x)jH); 9(H (x) * F (x)jH)],

if we read "hawk' asbeingin the scope of “sav'. On the other hand, (53) is rendered
formally as (55)

(55) :9 x[H (x); F(xX)].

To derive (53) from (52), one could try to argue as follows: assumeH (x) and
F (x), then we have 9(H (x)jH) and 9(F (x)jH), whencealso: 9x[H (x); F (x)] im-
plies 9x[9(H (x)jH); 9(F (x)jH)]. Howewer, the rst step fails because9(3H ) is
conditional on an evidertial frame, whencenot necessarily say, F (x) p 9(F (X)jH),
becausethe latter neednot exist. A similar argumert appliesif “hawk' is taken to
be outside the scope of “saw', i.e., when (52) is represeried by
(56) :9 x[H (x); 9(F (x)jH)],
(similarly if H (x) is restricted by Jadk's "eld of vision); cf. case(c) above for formal
details.

Sometimes, however, a perception report involving negation does carry with
it the implication of veridicality. This appearsto be the casewhen the negative
statemert is actually derived from positive information. Consider Jack's musing:

(57) | seea bird. It is not a hawk.

Here one is tempted to infer non-monotonically that the perceived bird is not a
hawk. The reasonis that we actually perceiwe the bird to possess property which
is an antonym (» H) of being a hawk (H): » H can be taken to be a collection of
birds which are either black, or yellow, or 10 cmslong, or:::

To formalise this example, one could proceedas follows: we treat the anaphor
‘it' in the manner of DPL, sothat the last occurrenceof x is bound by the quanti er
Ox:

(58) 9x9(B(x)jG) " 9(» H (x)G);
now apply veridicality to the secondconjunct to obtain » H(x). This conclusion
may fail for two reasons:

i) onemay have 9(» H (x)jG)\ 9(H (x)jG) 6 ;.

i) »H wastakentoo large.
A good example of situation (ii) is furnished by a type of buzzard, buteo ru nus ,
whosecolour shaws two phases:a commonlight phaseand a rare chocolate brown,

almost black, phase. Not knowing that the latter phaseexists, i.e., taking » H too
large, may easily lead to misidenti cation.
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This way of reasoningcan also be applied to the dialogue of Sharon and Jadk,
from chapter 2.

S: 'Did you seethat hawk there?'
J: "I sav something, but it wasnot a hawk: ::
No, you areright, it is a hawk after all.’

This example can be analysedeither by assumingthat the conclusion™: :: it wasnot
a hawk' is basedon positive information P implying » H such that (unbekownst to
us) 9(P (x)jG)\ 9(H (x)jG) 6 ;, or by arguing that the positive predicate P includes
too many features.

For another use of antonyms, recall seriences(59) and (60) from chapter 2:

(59) Jadk saw this hawk not °y.
(60) Jadk didn't seethis hawk °y.

Once more, ‘not °y' is interpreted as one of the antonyms of “°y'. It was noted
that onenormally takes(59) to imply (60), but not corversely The reasonthat the
converseimplication fails is presumably that Jack may not be in a position to see
the hawk °y or not °y, e.g., he may be looking at the ground. Can we reproduce
theseintuitions? Formally, these serienceswould be renderedthus:

(61) 9(H (x) ™ » F(x)jG)
(62) 9 (H(X)" F(X)jG).

Now in principle 9(H (x)* » F (x)jG) and 9(H (x) * F (x)jG) may overlap, sothat
neither of (61) and (62) implies the other. However, we almost get that 9(H (x) *
» F (x)jG) implies :9 (H (x) * F(x)jG), in the following sense.Being positive, both
formulas H (x) * » F(x) and H (x) » F(x) determine closedsets of assignmerts on
M ; these sets are disjoint. Consider the set of quanti ers 9(3Gs); by theorem 1,
9(H (x) M » F(x)jGs) convergesto H (x) ~ » F(x), and 9(H (x) * F(x)jGs) corverges
to H(x) » F(x). By compactness,there will be a stage s such that 9(H (x) »
» F(X)jGs) and 9(H (x)  F(x)jGs) are disjoint. For such s we have indeed that
9(H (x) N » F(X)jG) implies :9 (H(x) " F(x)jG).

Mutatis mutandis the same reasoning can be usedto establish the defeasible
rule .

A€ _AG)
9t >s:9( jG)] AAG)
with ] denoting exclusive disjunction. The rule EX-DISJ s&s that an inclusive
disjunction will become exclusive from a certain stage onwards. Again, this is
defeasiblerule is a consequencef veridicality.

EX-DISJ

3.1 Concluding remark

At “rst sight it might seemthat the logic of vision is rather weak, sinceit declares
somany inferencesinvalid. We view the matter di®ererly: in generalthe inferences
are invalid, but given suitable pragmatic constraints they becomevalid; the logic
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of vision provides us with a preciseinstrument to isolate the necessaryadditional
assumptions. This is of course a general feature of resourcebounded logics: the
underlying logicsare weak, but stronger principles can be obtained by strengthening
the resource.

This chapter endswith a formal comparisonof partial objects in logic of vision with
the so-calledpegsof Landman 1986

4 Partial objects

According to Landman (1986, 97) the main problem in semarics is to explain
the intersubjective character of languageuse: how can it be that we often assume
to speak about the sameobjects|not just about our private experiences,|while
disregardingthe fact that someof the objects we take to be di®erert might actually
collapseinto one object? To shed light on this puzzling aspect of our semartic
milieu, it is crucial to come to grips with partial objects (or “variables' in the
traditional sense). Here, we study some notions of partial object as they can be
found in logic of vision. This preparesthe ground for studying pegswithin this
framework, which givesyet another notion.

In what follows, we x a total inverse system hMg; hgisio that is proper
re ning with respect to all atomic sertences;M is the inverselimit of this system.
Accordingly we have (i) for eadr d 2 jM sj there is » 2 M such that » = d (by
totalit y); and (ii) for each conjunction of atomic formulas ® pi1(®) = 9(QGs),
with G, the frame generated from the lattice of positive formulas Bs (by proper
re nement). Cf. section 3.4.

4.1 Some kinds of partial object in logic of vision

In logic of vision, the threads » 2 M are total objects, but there are seweral ways
in which an object can be partial. We name a few alternativ es, together with their
partial ordering:

a) setsof threads (called: blurred objects), ordered by inclusion;
b) the proper tails gf a thread, ordered "by being a tail of’;
c) the elemeris in ,1jM ¢j, orderedby: a- b, i® hg(b) = a for somehg;.

In chapter 3 we have mainly worked with a particular kind of blurred object. It
will appear that a version of this notion is indeed well suited to logic of vision.

The tails in (b) and the elemers in (c) determine the samepartial objects. By
totalit y of the re ning system,we may think of eadr d 2 M 5 as»s for somethread
»2 M, and d “xes the tail of all threads running through it; » = » i® (by the
denition of thread) for all t - s: » = »°. Conversely eact proper tail ¢ beginsin
acertain s2 T; so¢, can beidenti ed with the elemen ¢5. Thus one seesthat the
map from tails to elemeris is a bijection preservingthe partial order "is a tail of":
the elemerns and the tails are interchangeable. This is not true for elemeris{hence:
tailsland blurred objects.
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Each »s 2 jM ¢j determinesthe blurred object bo”(s) with
bo’(s) := f»°2 jMj :» = »gg =f»°2 jMj :8t- S(»tOI »)g.

This map presenesthe partial order of blurred objects, as follows: if s, t then
bo”(s) u bo’(t). For let »°2 bo’(s) and t , s. Then: »°= hg(»0) = hgt(») = ».
So»° 2 bo”(t). As to the corverse,in generalthe map from elemerns to blurred
objectsis not anisomorphism. A blurred object could be any set of threads, perhaps
totally unrelated to ead other; in particular the tails of its threads may di®er.

For what follows, let us recastthe above obsenations in terms of the assignmen
spaceF . Assumethe thread » 2 jMj to be named by the constart >_>,17 and choose
an x 2 VAR. The notion corresponding to bo”(s) p jMj is 9(x = »Gs) u F.

9(x = »Gs) = pLi(x = ») = ff 2 F :f4(x) = »g.
The relation betweenbo”(2) and 9(x = »G) is given by
f(x)2bo’(t), f29(x=»G)

for all t 2 T. Thus: bo’(s) pu bo’(t) i® 9(x = »Gs) K 9(x = »G), which means
that there is no principal di®erencebetweenusing bo”(2), or using 9(x = »G ) for
a certain Xx.

4.2 Pegsin logics of vision

Until now we have consideredpartial objects without paying attention to the facts
holding true of them. The notion of a peg, deweloped by Landman within data
semariics,'® is basedon the alternativ e view, which holds that such “bare' partial
objects are best seenas derived from more basic “clothed' ones.

Pegsare objects that may vary their guises|the facts true of them|with the
information state in which they occur. Three intuitions concerningpegsare promi-
nernt. Firstly, they are partial objects, in that they may leave undecidedwhether or
not a fact is true of it. Secondly relative to information states pegsmay approxi-
mate ead other; in particular, they may approximate total, fully determined pegs.
Thirdly , due to the partialit y of their guises,they may be indiscernible from ead
other. It is assumedmoreover that pegsare consistert: in ead information state
the propositions true of it are compatible.

What kind of formal object would comply with this circumscription? In what
follows pegsare modelled by functions from information statesto consistert sets
of propositions.!® The propositions are thought of as partially describing the total
objects a peg may dewelop into if more information becomesavailable.

Landman introduces pegswithin a fairly abstract set up, but for presen pur-
posesa concreteset-theoretic version of his ideassu+ce. To do justice to all aspects
of pegsone should use a partial set theory. We refrain from doing so here, but it

171t is understood that D, = ».

18Data semartics is rst intro duced in Veltman 1981
In Landman 1986, 113{132, pegs are not de ned formally, but we take it that the denition

given stays close to his intentions.
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should be clear how this feature could be added. As we go along, it will become
apparert that pegsin logic of vision have se\eral interesting properties, which are
absert in the generaltheory.

Let T be a set of information states, and P a set of propositions in a so-called
information system (Landman 1986 115; seealso below).

De nition 3 A (concrete) peg is a function from information statesto consistert
setsof propositions:

) o:Til 1} (P)
i) o(t) is a proper Tter, forall t2 T.20

That o(t) is a proper Tter correspondsto the idea that peg o should appear con-
sistert in information state t. Obserw, though, that this_requiremert gives nite
consistency;for in nite o(t) it could still be the casethat o(t) = ;.2

When using pegsto model directly perceived partial objects, one may wonder
whether consistencyformulated in terms of Tlters is appropriate. For example, a
directly perceived fact may imply a fact which cannot be obsened, but “Tters in
a suzciently rich information state are closedunder sudh implications.??> Physics
teachesusthat ead human is a nearempty cloud of elemenary particles; yet, there

is a sensein which the following inferenceis invalid

Jadk sawv Sharon
Jack saw a near empty cloud of particles

Be this asit may, it could still be sothat directly perceived objects are "Tters once
restricted to obsenable facts. To decidewhether or not this is sois a subtle matter.
Is it possibleto directly obsene greenwithout directly observingcolouredness?Can
we seea shadewithout seeinglack of light? Fortunately we may sidestepthe issue,
sincewe shall seeshortly that there is a variant of pegsfor which the problem does
not arise.

Pegs come naturally in logic of vision. Each stage M ¢ induces an information
systemhPg; " ; ?;vi , asfollows:

i) Ps:=fo("jG):" aconjunction of atomic formulasg;

ii) ~ isintersection; ? is the empty set, and v is inclusion.
Recall that for 9(" jGs) 2 Ps: 9(' jGs) = pLi(") = ff 2 F : Mg fs F 'g, by
Theorem 8. Soconjunction is well-de ned: 9(" jGs)\ 9(AjGs) = pi (" )\ pi(A) =
pil(* ~A) = 9(" MAjGs) 2 Ps (this is why we useconjunctions of atomic formulas).

20A proper Tter F is a set of sets such that: ; 62F, and: X;Y 2 F i®X \ Y 2 F.
21This is one of the instances where the observations in this section are only interesting for the

in'nite case.
22Fijlters are monotone: X 2 F and X p Y implies Y 2 F. Indeed, the issue is related to the

problem of omniscience for prop ositional attitudes.
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Accordingly, de nition 3 makesa pega function that mapseact 2 T onto a proper
Tter oft) u } (Ps).

In logic of vision pegsare not just nitely consister, they are consistert simpliciter .
T
Prop osition 3 Letobeapeg. For eacht2 T: o(t) 6 ;,

Proor. Each X 2 o(t) can be written as9(' jGs), with ' a conjunction of atomic

formulas. Thus we know from section 3.6 that ead X 2 o(t) is a closedsetin F.

Sinceo(t) is a proper “Tter, it hasthe "nite intersection property. By compactness,
o(t) 6 ;. 2

Proposition 3 connectspegswith the kind of blurred objects that have beenused
in the previous sections. It also shaws that the presen framework disregardspegs
whoseconsistencyin an information state can only be detected by “in nite means'.
This is areasonableassumption. It evensuggestdo rede ne pegssothat  o(t) 6 ;,
for eah t 2 T (i.e., a changeof (ii) in de nition 3). In this way one circumvents
the discussionwhether a pegin an information state should be a Tter or not.

Intuitiv ely, we think of o(t) asthe facts true of object o in t. To make this precise
one has to require there be a variable x occurring free in the de ning conjunction
of the X 2 o(t). For this reasonwe write 0* from now on.

Which total objects does o*(t)_approximate? One answer is; it approximates
ead thread in the setff (x) : f 2 0o*(t)g. Since9(x = mjc{,) givesan approxi-
mation of f (x) in t, it natural to ask: canthe setff (x) : f 2 o*(t)g be obtained
asthe union of theseblurred objects? The answer to this question shavs oncemore
that logic of vision is sensitive to variables. Let FV(o(t)) be the union of all free

variablesin the de nitions of the elemeris X 2 o(t). It is not ditcult to ched that
T S T .
() M=, oy xerv e 9 = FXIG)

Without information about all free variablesof o(t), oneonly hasthat o(t) sharpens
the disjunction of the partial descriptions 9(x = f (X)j&):

T S
T B 5T 42X = F(0IG)

One would have equality in this case,if the elemeris of 0*(t) are de ned by formulas
with only x free.

Pegsalsoallow for another notion of total object, di®eren from threads. Assume
that the set\?vf information statesT is closedun%r supreSmaof chains:if Cu Tisa
chain, then 'C 2 T.23 Call a pegpolished i®o( C) := ~,-0(s) for eac chain C.
Polishedpegsare monotone: if s, t, then fs;tgis chain, soo(s) = o(s)[ o(t) T o(t).
For a polishedpego* and a maximal chain C\’/\ilt is natural to view o*( C) asatotal
object to which o* converges;for o*(t) u o( C), t 2 C, and due to maximality of
C the pego* cannot develop into a more re ned object with this property.

This notion of total object is clearly di®erert from total objects asthreads, since

23A chain C p T in partial order T has: s, tort, s, forall s;t2 T. A chain is maximal i®
there there is no chain in T properly extending it.
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in generaIToX(WC need not be equivalent to x = » for a thread »24 There are
pegso for which o( C) doesyield such a “singleton'. Consider, for example, the
pego”, » athread, with 0”(t) the Tter generatedby 9(x = »G). To seethat this
yields a “singleton,' ‘rst notice that the blurred object bo”(2) cornvergesto », since

T
127007 (t) = fxg.
On the assignmen spaceF the analogueof this singleton is the proposition x = ».
But o corvergesto x = », because
T 219X = »G) = (x = »)
by Theorem 1.2

4.3 Indiscernibilit 'y
A basic trait of pegsis that the may be indistinguishable from ead other within
a certain information state. But what does that mean? Adapting Landman's
de nition to logic of vision, one gets:
De nition 4 Let o and o be pegsandt 2 T an information state. One says that
o(t) and oXt) are discernible from ead other| o(t) 63 o(t)]i® (i) or (ii).

i) 9X 2 P[X 2 o(t) & 9Y 2 oYX \ Y = ;]];

i) 9X 2 P9Y 2 o(t)[X \ Y =;]1& X 2 oX1)].
And o(t) and o%t) areindiscernible| o(t) ~ 1 o(t)|i® they are not discerniblefrom
ead other.
There is also a notion of discernibility] 67;|whic h is weaker than 6’ but more in
line with the tenet of logic of vision. The relation 6", requires9Z 2 o(t)[Z p X]
instead of X 2 o(t), etc.; sothe discerning property X must be consistent with a

property of the pegs,they neednot have the property. For the points we want to
make there is not much di®erencebetweenthe two notions.

Prop osition 4 Letoand o’ be pegsand lett 2 T be an information state.
7 A0 T T 0
o(t) 65 o(t) , ot)\ of(t) =;

with i 2 f1; 2g.
ProoF. First assume,o(t) 61 o(t). Then, say, 9X 2 P;[X 2 o(t) & 9Y 2 o¥t)[X \
Y = ;]] (the other possibility is similar). Since8X 2 o(t)8Y 2 o%t)[ o(t)\ oXt) u
X\ Y], it followsthat o(t)\ ~ oXt) = ;.

Conversely assumeo(t) ~ 1 oXt). Then 8X 2 o(t)8Y 2 oXt)[X \ Y 6 ;]. This
meansthat o(t) [ oXt) is a set of closedsetswith the Tnite intersection property

24Note in passing that as a consequencethe following two defeasible assumptions are equivalent
for polished pegso (cf. section 3).

M; There is maximal chain C with i 2 C;

T; There exists a total object ¢, such that o(i) v ¢.
This means that for the present notion defeasible expectations of (perceived) pegs converging to
total objects are available.
250ne could also use chains here, provided they are conal in T; seefootnote 5.
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T
becauseo(t) and gt) already are such). By compactness (o(t) [ oXt)) 6 ;. But

(o) [ oAt)) u o(t)\  oXt), sothat o(t)\ oXt) 6 ; aswell. Almost the
sameargumert works for 6. 2

What is still lacking is that pegsbecomedistinguishable through information
growth (Landman 1986 127). For this reason, Landman introducesa notion of
indiscernibility involving properties a peg must or may have. In logic of vision one
could do the same. Proposition 5 indicates what can be expected along theselines.

Prop osition 5 Let o and o° be polished pegs. For each chain C p T:
w < (o) W 4 0,
o C) jo( C), 82C:0o(s) jo(s)
with i 2 f1;2g.

PROOF_I._ First assume8s 2 C : o(s) ~ i 0(s). By monotonicity of o and o® on C
both f 0o(S)gsoc and f oXs)gsoc are decreasingseq_tlgenceSDf closedsets. Since
by proposition 4, o(s)\  oXs) & ;, it follows that f o(s) \ Oo(S1)gschiS a set
of closedsetswith t_Pe “nite intersection property. By coml_pa(\:/t\?ess, szc\}v o(s) \
oXs)) 6 ;. Since o C)= ,,c oft), it followsthat o C)\ oY C)6 ;.
So,0( C)”; 00(' C), as r'equwed. W w Tw
To corverseis even simpler. Assumeo( C) “; o C). Then o C)\
o C) & ; by proposition 4. It followsthat ,.( o(s)\ 0%s)) 6 ;; whence,
again by proposition 4, 8s2 C : o(s) " ; 0Xs). 2

Proposition 5 says that two pegsare distinguishable in the limit of a chain, i® they
are already distinguishable at a certain stagein that chain (and corversely). It is
open to debate whether this consequencef compactnessis desirableor not. If one
thinks of o( C) and oY C) as ‘regulative ideals' approximated by o(s) and 0Ys),
s 2 C, there seemsto be no metaphysical reasonwhy their di®erencesshould show
up at a nite' stage. On the other hand, the fact that thesedi®erencesre absert at
a more mundane level invites a parsimoniousmind to neglectthem altogether; only
those objects should be discernedwhich can be distinguished with "nite’ means.

The propositions 4 and 5 show that important features of pegs are reducible to
properties of the blurred objects we have beenusing thus far. We leave it to the
reader to judge whether this reduction makes pegssuper®uous for logic of vision.
Section 5.3 discusseghe philosophical aspect of partial objects in more detail.



P ostlude

In the body of the paper we have beenmainly concernedwith Marr's approac to
3-D vision and the logic of perception reports. This section tries to buttress the
proposedmodel, in particular the use of inverselimits and the attendant notion of
partial object, by comparing it with suggestionsput forward in the psydological,
the linguistic, and the philosophical literature.

1 Marr, agnosia and hierarc hical models

In his “Arti cial Intelligence{a personalview' (Marr 1990, rst published 1977; cf.
alsoMarr 1982 p. 357 passim), Marr arguesthat his hierarchy of 3-D models, which
can be indexed in seweral ways (cf. section 3.5) may contain features which apply
more generally:

1. The perception of an evert or object must include the simultaneous computa-
tion of seweral di®erert descriptions of it, that capture diverseaspects of the
use, purpose,or circumstancesof the evert or object.

2. That the various descriptionsdescribed in 1. include coarseversionsaswell as
“ne ones. These coarsedescriptions are a vital link in choosingthe appropri-
ate overall scenarios:::and in establishing correctly the roles played by the
objects and actions that causedthose scenariosto be chosen. (Marr 1990, p.
140).

Marr givesthe example of the following pair of sertences:

(A) The °y buzzedirritatingly against the window pane.
(B) John picked up the newspayer.

The juxtap osition of (A) and (B) strongly suggestghat John picked up the newspa-
per to squashthe °y. This processcanbe seenasthe move from a partial model M
(satisfying (A)) and a partial model M s (satisfying (B)) to a more re ned model
M (r , s;t) wherethe newspaper has the additional property of being capable
to squashinsectsagainst a brittle surface. In the model M ;, the newspager might
still be represented as a single object; however, sertence (B) might have continued
“:::and sat down to read' so one should simultaneously considera re nement M

74
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(v, s;t), where the newspaper has the property of being reading material, and
where it is decompsedinto a collection of articles. Sothe generalfeatures of the
model introduced in section 3 are also presert here: bonding mappings which con-
nect objects in coarseand ner descriptions, and predicates which appear from a
certain stage onward.

Now it turns out that in the area of cognitive neuropsydhology seweral exper-
iments have been performed which point toward the presenceof inverse system
like structures in the human semaric system. These experimernts are concerned
with the phenomenonof visual agnosia, a failure to identify meaningful pictures
(or objects) that cannot be accourted for in terms of defective perceptual analysis.
One of the rst extensive experimental investigations of patients su®eringfrom this
syndrome can be found in Warrington 1975. Typically, such a study proceedsvia
picture naming, where a subject is preseried with a picture for which he has to
provide a name. This processis thought to require accessto three di®erert rep-
resenations: to stored structural knowledge about objects, to semartic knowledge
and to a stored phonological description, and thus provides an averue for obtaining
insight in the interactions between these represerations. The theoretical inter-
pretation of the experimental "ndings is still corntroversial (seethe special issue of
Cognitive Neuropsycholgy 5 (1) 1988, so we shall only give a brief description of
someof the literature relevant to the proposed model; the referenceswill provide
further details and, occasionally opposing views.

In Warrington's 1975 experimerts, subjects were preseried with a picture and
had to answer yes/no questionssudc as: isit ananimal? isit abird? isit dangerous?
is it English? is it larger than a telephone directory? She found that the error
probability for the rst type of question was low, whereasthe subjects' answers
to the latter type of question appeared to be completely random. In a further
test for object recognition, she obtained the interesting result that subjects tended
to choosea superordinate category (e.g. ‘animal' for “con'). In particular, objects
from categoriesconsisting of many exemplarsonly di®ereriated by detail presered
great ditculties: subjects could recognisea ° ower, but not which particular °ower;
they could di®ereriate betweenfruits and vegetables,but had trouble identifying
which particular one. Two typesof incorrect responsefrequertly occurred: choice
of a (correct) generalsuperordinate category, or the incorrect choice of an exemplar
from the samecategory (‘dog' for “cat) (Warrington 1975, p. 642).

Warrington herselfinterpreted these ndings asbeing evidencefor a hierarchical
structure of the semariic system: on being preseried with a picture, a subject rst
activates the most general category to which the object belongs, and then moves
down the hierarchy. Visual agnosiawastakento be an impairment of this semantic
system. Later critics (e.g. Rapp and Caramazzal989,p. 270) argued that patients
su®eringfrom visual agnosiacan extract only a limited amount of information from
the visual array; indeed it seemsreasonableto assumethat in order to identify an
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object precisely one must extract all the visual featuresthat distinguish the object
from others in its category. Now clearly one needslessinformation to determine
whether an object is an animal, than to determine whether it is larger than a
telephonedirectory, henceit is not surprising that patients did not perform above
chancelevel on the latter task.

Sud a view can be modelled quite well in the framework proposedhere, with
its two intertwined notions of partialit y: the visual system provides the thread,
up to someapproximation, and the semaric system chedks whether a predicate is
applicable, and if so, whether it doesapply, to the partially giventhread. One could
even usethe distinction betweeninversesystem and inverselimit here: one might
say, somewhathyperbolically, that one needsan in nite amount of information, i.e.
preciseknowledge, of an object to determine whether it is larger than a telephone
directory; sucd a predicate could be taken to live only on the inverselimit, not on
its approximations.

It should be said though, that Warrington and co-workersstill believe that this
view, agnosiaas a consequenceof restricted visual information, is too simple (cf.
Shallice 1988).

Recall that picture naming requires accessto three di®erert types of represen-
tation: structural knowledge about objects, semariic knowledge and phonological
descriptions. Humphreys, Riddoch and Quinlan 1988studied the processof picture
naming with the aim of obtaining more detailed information about the interaction
of these levels. One may entertain (at least) two di®erert theories on the exact
nature of accessinghese represerations:

1) The processis discrete in the sensethat information is only transmitted to the
next stage after the construction of the represetiation has been nished; for
example, the structural description of a picture or an object must be "nished
to the extent that no other description remains activated, beforeit is passed
on to the semariic level.

2) On the other hand, the processcould be a cas@de in the sensethat semartic
information about a picture can be activated prior to the completion of the
structural description of the object.

There exists a clear model theoretic distinction betweenthe two views: on the rst
view, a semartic systemis best represenied as an ordinary rst order model, with
predicates applicable to objects whosestructural description is completed, so, one
might aswell say, to unstructured objects; whereason the secondview, predicates
should also be applicable when the structural description is not yet completed, so
that it becomesimportant to keeptrack of the stagesof structural description of
an object. The latter option is more like an inverse system of ‘rst order models.
Hencewe view the experiment to be described as a rough indication of which type
of semartic organisation is to be preferred.
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Humphreys et al. 1988proposedto decidebetweenthe discrete and the cascade
theoriesin the following manner. The discrete theory predicts that structural simi-
larity or dissimilarity betweenpictures will have no in® uenceon the probability that
the subject will comeup with the correct name, sincename giving starts only after
the structural description has been completed, even when this takes a relatively
long time (as in the caseof structurally similar pictures). The cascadetheory, on
the other hand, predicts that structural similarity between pictures must have an
in® uenceon the probability of a correct answer: before the structural description
has stabilised, there is ample time for interaction betweensemariic and structural
description.

More precisely Humphreys et al. studied the interaction betweenpicture name
frequencyand structural similarity of pictures. Name frequency (the frequencywith
which a nameoccursin print) is thought to a®ectthe accesdo a picture's phonolog-
ical represenation, henceshould be conditionally independert of structural similar-
ity (giventhe semaric represeration). The experimental results shoved that there
is little e®ectof name frequencyin the caseof structurally similar pictures (whose
descriptions take a fairly long time period to access),but a large e®ectin the case
of structurally dissimilar pictures (which are relatively easyto access).This result
is what the cascadetheory would predict: sincenameinformation is made available
during the completion of the structural description, name frequency which pertains
to the phonological represetation, hasno e®ect. A further interesting result was,
that in the caseof structurally similar pictures, the reaction times for naming cor-
related strongly with the degreeof structural similarity, and not so for the caseof
structurally dissimilar pictures. This seemsto show that there must be a relatively
high degreeof structural similarity beforeit starts a®ectingnaming performance.
One explanation for this phenomenonis that in the caseof structurally similar pic-
tures a superordinate, “generic' structural description is activated, corresponding
to a category name (say "bird'; here the authors refer to Marr's hierarchy of 3-D
models.), which in turn activates descriptions of many exemplarsbelongingto the
category, thus further slowing down the processof name-giving.

The upshot of all this seemdo bethat, in the context of semarics it is sensibleto
distinguish two notions of partialit y, onepertaining to objects and oneto predicates,
as has beendone above.

2 Interpreting eviden tials

The semariics of evidertials is a secondempirical "eld where conditional quanti ca-
tion on inverselimits seemspromising.! This section beginswith a quick overview
of what evidertials are, and then indicates how logic of vision could be used to
provide sematriics.

1Good intro ductions to the subject are Anderson 1986, and especially Willett 1988, which gives
an overview of the articles in Chafe and Nichols 1986, among other things.
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2.0.1 Eviden tials

An example of an evidertial in English is the phrase 'I hear' in (1) (with small
capitals indicating stress).

(1) I hear Johan haswon the PRIZE

The main claim of (1) is that Johan has won the prize, and the di®ererly tensed
°I hear' indicates that this claim is basedon hearsa. By cortrast, "heard'in (2) is
not an evidertial.

(2) 1 HEARD that Johan haswon the prize.

For (2) claimsthat the speaker heard something;the perception verb is part of the
main predicate, it doesnot just indicate the sourceof information. Beforediscussing
further examplesof evidertials, also from languagesother than English, let us rst
delimit more precisely what evidertials are and what they are not.

Whenewer a speaker makesa factual claim, it is basedon a sourceof information,
such as perception, the reports of others, or an (inductiv e) inference. Evidentials
are the linguistic meansto indicate these sources. Thus, they are among the epis-
temic modalities, but there is overlap into the areas of tense and aspect as well
(Willett 1988 pp. 51{55). Despite vaguenessthe borderlines between evidertails
and other parts of speed are clear enoughto phrasea working de nition.

Denition 1 A true (gramaticised) evidential shows the kind of justi cation a
speaker has for a factual claim, in suc a way that

i) it is a speci cation added to a claim about something else, not the main
predication;

i) it indicates the sourceof evidenceasits primary meaning, not just asa con-
textual implication.

Morphologically, evidertials are in° ections, clitics, or other free syntactic ele-
ments, not compounds or derivational forms. Cf. Anderson 1986 pp. 274{275, and
Willett 1988 p. 84.

Since there are many sourcesof information, the questionsarise (i) what are the
evidertial cortrasts that occur in language, and (ii) how are they marked. Ac-
cording to Willett, the primary distinction for evidertials is whether the spealer's
information is basedon direct or on indir ect evidence. Further distinctions can be
found in the following tagle (Willett 1988 p. 56).

3 Visual
Direct i Attested Auditory
- Other sensory

(

Typesof Evidence Hearsay

8
% Rep orted
Folklore

Indirect (
) Results
Inferring i
Reasoning
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The types of evidence can be indicated with varying detail and in seweral ways.
For instance, Himalayan languagessuc as Chepang, Sherpa and Tib etan have
deweloped verb suxx systemsfor this purpose. Sherpa, in particular, usesthe
suxx -no(k) in the presern tenseto indicate direct evidence,and in the past and
future tenseto indicates hearsg. Sherpaalso has a sutx for unspeci ed direct
evidencein the past tense,and onefor unspeci ed indirect evidencein the nonpast.
There are also languageswith "xed particles to expressevidertialit y, such as the
Burmese-LolonlanguageAkha. (cf. Willett 1988 p. 76 and Appendix B.) We give
a more detailed example of evidertailit y in Japanese(cf. Horie 1993 pp. 9{10, or
Holzapfel 1997).

In Japanesethere is overlap betweenevidertialit y and tense,in that the presen
tenseindicates directness(this is a feature of seeral languages). This phenomenon
can be found in the distinction betweendescribing one's own sensationsand those
of others. In the “rst person(3) the direct form “atui', for: be hot, is acceptable,
while it is unacceptablein the third person(4).?

(3) Watasi wa atui.
I T.M be hot.
| am hot." (self's sensation)

(4) Kare wa “atui

He T.M behot.

"Heis hot." (other's sensation)
Indeed, third persondescriptionsare only grammatical for “objectivised' predicates
like “feelhot' or “appearsto be hot', asin (5).

(5) Kare wa atui yoo da.

He T.M. hot appear cop.

"He appearsto be hot." (other's sensation)
We shall now indicate how logic of vision can be usedto develop a formal semarics
of evidentialit y.

2.0.2 The semantics of eviden tials

Logic of vision seemswell-suited to study the interpretation of evidertial expres-
sions. As a step in this direction, we rst propose a formal semariics for the
Japaneseevidertials yoo da and rasi; evidertialit y in English is considerednext.

Japaneseusesnonpasttenseto indicate directness;asfor examplein (6), againfrom
Horie 1993 p. 10.
(6) Hanako wa bywmki da.

Hanako T.M sickness COP.

"Hanako is sick.'

EvID: fact (known)

2In the following “T.M.' is short for: topic marker, and “cop' for : copula.
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In this casethe semariics could just be: S(h), interpreted on the inverse limit. 3
The evidertial yoo da signalsthat the sourceof evidenceis direct perception (cf.
also Aoki 1986 229).

(7) Hanako wa bywmki no yoo da.

Hanako T.M sickness GEN appear CoP.

"Hanako looks sidk.'

EVID: judgment basedon direct visual information
Hencewe proposethe interpretation: 9(x = h” S(x)jG°"). By cortrast, the seman-
tics of indirect forms is more complex (but still available). The form “rasii' indicates
that that the claim is inferred from visible information*.

(8) Hare teiru rasii.

clear result appear.

‘It seemsto be clear.'

EVID: judgment basedon indirect visual information
Kasiola (as quoted by Aoki 1986 p. 231) points out that (8) is unacceptablewhen
the spealer is looking at the sky; but (8) could be usedif it is basedon perceiving,
e.g., the brightnessof aroom. Let ' describe what is perceived directly. Then this
caseinvolvesthe following inference(with A; the interpretation of A at staget, and
the variable e running over situations):

9(x = e (x)iG") 8el (e);C(X)]t (t, s)
C(e)

This rule follows from combining Veridicality for the “rst premisewith monotonicity
for 9(3GSP).

It is worthwhile to obsene that similar evidertials are available in English; in
particular, (9a-c) appearto have the samesemartics as (6{8).

(9) a. It's afact that Jac is sick.
b. | seeJack look sICK.
c. | seethat the sunis RISING.

Stressis addedto precludewhat is now an evidertial to be the main predication. In
fact, English, like other languages hasarich classof phrasesto expressevidertialit y
(see Chafe 1986 for an overview). We discussthe phrases may', ‘must’, “oddly
enough' besidesperceptual evidertials, and proposea semartics in logic of vision.
"May' The modals ‘'may' and ‘might' concern the reliability of the information
sourceasin (10) (cf. also Veltman 1996 among others).

(10) a. | seea man. He may be John.
b. 9x9(M (x)jGST) ~ 9t , s:9(M (x) " x = jiGT)

3To stress the epistemic character one might prefer: for all t 2 T: S(h)¢, with S(h); the inter-
pretation of "S(h)' in stage M ; of a re ning system. The preservation theorems in section 6 show
that for the present casethis is equivalent to S(h) in the inverse limit.

4*Rasi' can also be used to indicate hearsay.
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Here and in what follows the quantier 9x is taken asin DPL, so that it binds
the variable x in the secondconjunct. The anaphor sertence of (10) says that the
information available to the spealer is consistert with the man introduced by the
anteceden sertencebeing John; but this consistencycould shaw up at a later stage.
As in section 4, the genderof the pronoun “he'imports the fact that John is a man
into the scope of 9(3GSP).

"Must' The evidertial auxiliary "must' signalsan inductiv e inference. For instance,
the anteceden sertence of (11) combined with badground information allows the
speaker to concludethat he seesJohn.

(11) | seea man. He must be John.
This inferencehas the following form:
MOM (x)iGE") B[ (x);M(x) ! x=jls
M (x) " x = jiG")
Again this rule is basedon the monotonicity of 9(3GS*), which can be employed as
soon as the badkground information expressedby ~— holds for the x. We trust the
reader knows how to adapt this rule if he thinks di®eren stagesare involved.

"Oddly enough' Evidentials could alsoindicate that the facts fall short of expec-
tations, as “oddly enough'in (12).
(12) | sav a man. Oddly enoughit turned out to be John.

In (12) the anteceden sentenceconmbined with already available information induces
the expectation that the man the speaker sav was not John. The anaphor sertence
states the surprise in discovering that this expectation can be courtered. More
formally, in a suitable context the anteceden sertence gives (i) and defeasible(ii):

) 9x:9(M (x)jGSP);

i) 8t, s:9(M (x)” non-id(x;j)jG).
Here "non-id' is a positive approximation of '6' (cf. sections3.0.10 and 3.0.11).
Information available at one of the later stagest > s implies that x = j, sothat the
defeasibleassumption that x was not John should be withdrawn, oddly enough.

Perceptual eviden tials Finally, let us considerperceptual evidertials at work in
a perceptual claim; e.g. (13).
(13) a. | obsened that Jack sav Sharon DANCE.

b. 9(9(x = s” D(X)]GL)JGE")
The semartics of (13) asksfor iterating the perception operator. Sud iterations are
already available in logic of vision. But it might be more realistic (and interesting)
to assignto ead perceiver Pr a re ning inversesystem S*® := hMEI®; hffig 2 T,
all corvergingto the sameinverselimit M . The operator 9(?jG'®) and its defeasible
expectations arethen interpreted in terms of STR, asbefore. This approadc would be
a rst steptowards a full-° edgedtheory of intensionality, where alternativ e worlds
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are consideredas well. At the technical sideit leadsto the question: when do two
re ning inversesysteminduce isomorphic inverselimits?

This concludesour preliminary thoughts on the sematriics of evidertials. It is clear,
or so we think, that this is a promising area of resear&n where logic of vision can
be applied. It would be particularly interesting to provide semarics for evidertials
in languagesother than English and Japanese.To name but two candidatesout of
many, we think of (i) the Californian Indian Languages,such as Northern Pomo,
which use verbal suxxes to indicate roughly the same evidertial distinctions as
available in Japanese(cf. O'Connor 1987 pp. 46, 289-291), or (ii) the Burmese-
Lolon language Akha which has expectation as one of its evidertial parameters
(Thurgood 1986 Willett 1988 pp. 78-79,83).

3 Husserl on perception

As a third example,we show that the model intro ducedin section 3 has similarities
to Edmund Husserl's description of perception, in particular with the notion of
partialit y introducedby him. Here, we shall presen a very brief outline of Husserl's
theory with somerepresenativ e quotations, and we comparethe ingredients of the
formal model with Husserl'sinformal suggestions>

3.1 Husserl's notion of partialit vy

One of Husserl'smain concernswas the persisting identit y of perceived objects, in
the face of the fact that all perception is partial. An object is always viewed from
a certain “perspective’ (Abschattung, which dictates the kind of questions that
can be asked about the object, leaving many other possible questions undecided.
What accourts for the identity of the object, when we move from one perspective
to another? Husserl sough the solution in the peculiar way in which our partial
perceptual knowledgeis organised.

Das Wahrnehmenist :: : ein Gemischvon wirklicher Darstellung, die dasDargestelte
in der Weise originaler Darstellung anschaulich macht, und leeren Indizieren,
das auf mégliche neue Wahrnehmungenverweist : : : eten diejenigen, in denen
sich derselle Gegenstandvon immer neuen Seiten zeigenwide (Husserl 1966
p. 5)

Perception is a mixture of actual represertation, which makesthe object repre-
serted intuitiv e in the manner of an orginal represenation, and empty indexing,
which points toward new possible perceptions :::namely those in which the
object would show new aspects of itself.

Henceperception is the very opposite of merely receiving senseimpressions;some-
how, in any given perceptual experience possibilities for future experiencesare in-
cluded. Indeed, this is the fundamental structure of all knowledge:

5The translations have been prepared using Cairns 1973.
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Soist eine Fundamentalstruktur desWeltbewu¥stseins: : die Struktur der Bekan-
ntheit und Unbekanntheit mit der ihr zugelofigen durchgghgigen RelativitAt und
der ekenso durchgigigen relativen Unterscheidung von unkestimmter Allge-
meinheit und bestimmt er Besonderheit. (Husserl 1972 p. 33)

Hencethe fundamertal structure of our consciousnessf the world: ::is a struc-
ture of acquaintednessand unacquairtednesswith its attendant ubiquitous rel-
ativity, and the likewise ubiquitous relative distinction between indeterminate
generality and determinate particularit y.

Partialit y in the senseof Husserlis therefore a positive concept; it denotesnot only
lack of knowledge,but alsoways of "Tling up the lacunae. The essetial notion here
is that of a “horizon', one meaning of which is intro ducedin the following quotation:

So hat jede Erfahrung von einen einzelnenDing ihren Innenhorizont; und "Hor-
izont' bedeutet hierbei die wesensnaiiigzu jeder Erfahrung gehdkige und von
ihr untrennbare Induktion in jeder Erfahrung selbst. [:::] Diese urspéngliche
“Induktion' oder Antizipation erweist sich als :::hinausmeinend nicht nur in
der Weise eines Antizipieren von Bestimmungen, die als sich herausstelende
jetzt erwartet werden, sondern auch nach anderer Seite hinausmeinend éber
diesesDing selbstmit allen seinen antizipierten MAglichkeiten kinftiger Weit-
erbestimmung, hinausmeinend auf die anderen mit ihm zugleich, wenn auch
zundchst bloim Hintergrund bewuvsteObjekte. Das heivat, jedes erfahrene Ding
hat nicht nur einen Innenhorizont, sondern es hat auch einen o®en endlosen
Au¥senhorizontvon Mitobjekten ::: (Husserl 1972 p. 28)

Hence every experience of a single object comeswith an inner horizon; “hori-
zon' here points to the induction which inseparably belongsto every experience.
::: This original “induction' or anticipation can be seenas projection; not only
as anticipation of determinations whose occurrenceis now expected, but also
projecting beyond the object itself, with its anticipated possibilities for fur-
ther determination, projecting toward other objects, of which we are initially
consciousonly as present in the badkground. In other words, to every object is
attached an inner horizon and anin nite outer horizon of simultaneously presen
objects :::
The inner horizon thus comprisesthe questions,with their expected answers, that
can be posedabout the perceived object itself; the outer horizon is concernedwith
guestionsand expected answers about the relation of the perceived object to other
objects. The essetial phrase hereis *:::the induction which inseparably belongs
to every experience': the horizon is always present whenewer we experience some-
thing. The horizon thus allows us to experiencethe identit y of an object in di®erert
circumstances:

Jedes Object, jeder Gegenstand Alerhaupt (auch jeder immanente) bezeichnet
eine Regelstruktur: : : Als sein vorgesteltes, wie immer BewuYitesbezeichnetes
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sofort eine universale Regel méglichen sonstigen BewuYatseinvon demsellen: : :
(Husserl 1977, p. 55)

Any “objective' object, any object whatsoever (even an immanent one) points
to a structure: ::that is governed by a rule. As somethingthe egoobjectivates,
something of which he is consciousof in any manner, the object indicates forth-
with a universalrule governing possibleother consciousnessf it asidentical:::

One could phrase this distinction betweeninner horizon and outer horizon in log-
ical terms as that between properties of an object, and relations of the object to
other objects. Husserl intro duces other notions of horizon as well. For instance
in the Cartesianische Meditationen (Husserl 1977, the horizon is viewed tempo-
rally, asthe pattern of recollectionsand expectations of past and future perceptual
experiences. In the Analysen zur passiven Synthesis (Husserl 1966, the horizon
is again viewed “spatially’, but now the inner horizon refers to already perceived
properties of an object, which can be further determined, whereasthe outer hori-
zon refersto properties which can be perceived from di®erent perspectiveson that
object. Although partialit y is positive in the sensethat it corntains within it possi-
bilities to reduceit, still complete knowledge (perceptual or otherwise) of an object
is unattainable.

Sogehvkt zu jeder Auvseen Wahrnehmungeine im Unendlichen liegendeldee, die
Idee desvoll bestimmten Gegenstandes ::. Ich sprachvon einer im Unendlichen
liegenden, also unerreichtaren Idee, denn da¥%es eine Wahrnehmung gelen
kdnnte (als einen algeschlossene®rozevkontinuierlich ineinander Abergehender
Erscheinungsverdiife), die eine absoluteKenntnis desGegenstandeschiife : : : das
ist durch die Wesensstrukturder Wahrnehmung selbstausgeschlossengenn ev-
identerweise ist die MAglichkeit eines plus ultra prinzipiell nie ausgeschlossen.
(Husserl 1966 p. 20{21)

Henceto every perception belongsan in nitely removed idea, namely the idea
of a completely determined object :::Deliberately | called this an in nitely
removed, hence unattainable idea, becausethe structure of perception itself
excludesthe possibility that there could be a perception (as a "nished process
of cortinuous ° ow of impressions)which givesabsolute knowledge of the object;
for obviously the possibility of a plus ultra is in principle never excluded.

However, this doesnot necessarilylead to scepticism. Knowledgeis often usedasa
basisfor acting, and we may act reliably using partial information only.

Das thematische Interesse, das in Wahrnehmung sich auslebt, ist in unserem
wissenschaftlichenLeken von praktischen Interessengeleitet, und das beruhigt
sich, wenn gewissefir dasjeweilige Inter esseoptimale Erscheinungengewonnen
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sind, in denendasDing sovielvon sich selbstzeigt, als diesespraktischeInteresse
fordert. (Husserl 1966 p. 23)

The thematic interest present in perception is guided by pragmatic interests,
and thesecan be satis ed when certain optimal (relativ e to the preser interest)
impressionshave beenobtained in which the object shows itself just somuch as
the pragmatic interest demands.

3.2 Husserl and a logic of vision

It is fairly easyto nd parallels between Husserl's theory of perception and the
formal constructions introducedin this article.
Perspectivescan be seenas (' nite) rst order models. For any two such models
M and N, if they are perspectives of the same situation, then there will be a
mapping h : M j! N (say) which identi es the objects in M with objects in
N. Hencewe are led to a notion of inversesystem as discussedin section 3. The
horizon determines the possible questionsthat can be asked; this corresponds to
the signatures of the various approximating models. The expected answers to the
guestionssuggestedby the horizon were formalised by meansof the default rule
S( J.GS) t, s
oaig)
at leastfor the simple casewherewe expect a feature to persistupon “looking closer'.
The default rule, i.e. the secondcomponert of the analysis of “see'above, captures
Husserl'sideasabout :::the induction which inseparably belongsto every experi-

ence'. However, much more generalexpectations can be treated in this framework.
Consider e.g. the following adaptation of the rabbit/duc k example: we perceive a
silhouette against the sky which can be interpreted as either a duck or a rabbit.
Now it is a “law of nature' that ducks have feathers and rabbits have fur, soupon
coming closer we should be able to decide whether what we perceiwe is rabbit or
duck. Formally this situation can be represerted asfollows. At stages our percep-
tion (‘this is a duck' or “this is a rabbit") is given by 9(D (x)jGs) or by 9(R(X)jGs),
perhapsalternatingly. The variable x is usedto represen the demonstrative.

Thereisastager , ssucthat forallt, r wehaveM ; E 8x(D(x) ! Fe(x))~
8x(R(x) ! Fu(x)). Note that this statemert neednot hold at M ¢, for example
becausethe predicate Fe is not interpreted in M 5. The fact that we are concerned
with a law is renderedformally by the condition that the universal Horn sertences
involved hold at all t , r; it expresseghat we have not found a courterexample. If
the perceptionis given by 9(D (x)jGs), then we expect 9(D (x)jGt), and this triggers
9(Fe(x)jGy); similarly for the other case.

Note that the presenation of universal Horn formulas allows us to satisfy a
consistencyrequiremert: from 9(D (x)jGs) we may deducenon-monotonically D (x)
and apply the law 8x(D (x) i ! Fe(x)) in the inverselimit to obtain Fe(x); or we
may proceedas above and deducenon-monotonically Fe(x) from 9(Fe(x)|G).
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If reality-as-perceived is modelled by an re ning system of approximations or
perspectives, and reality-as-it-is by the inverse limit of this re ning system, the
unattainabilit y of complete knowledge about an object, as emphasisedby Husserl,
canberepresered formally by allowing only ‘Ttered quarti ers on the inverselimit,
no ordinary rst order quanti ers. Since9 and 8 are special casesof Ttered quan-
tiers, we have to say precisely what we mean here. The existertial quanti er 9x
is determined by the equivalencerelation =; to implement impossibility of precise
knowledge we could for instance allow only quanti ers determined by equivalence
relations of the form =, & R, where R has suzciently large classes.E.g. in the
casesconsideredhere, the R-equivalenceclassescould be closeduncourntable sets.

Lastly, let us consider Husserl's obsenation that for practical purposes,less-
than-complete information may sutce. This is connectedwith presenation prop-
erties of disjunctions. Acting on an obsenation usually presupposesthat we decide
which disjunct of a disjunction is true. In practice, these disjuncts will often be
mutually disjoint. In that case,however, a compactnessargumert shows that there
will be somestages 2 T (a nite stage, loosely speaking) at which it is decided
which disjunct obtains; there is no needto evaluate the disjunction on the inverse
limit itself. This is a consequenceof the compactnessof the inverselimit (as a
topological space),henceof the fact that we started from an inversesystemof nite
models?®

There is one aspect of Husserl's informal theory for which we haven't yet in-
troduced a formal correlate. At sewral points in Ideen |, Husserl emphasiseghat
our notion of the persisting identit y of objects is inextricably bound up with the
“continuity' of approximations:

DiesesKontinuum bestimmt sich naher als allseitig unendliches, in allen seinen
Phasenaus Erscheinungendesselbn bestimmbaren X bestehend,derart zusam-
menhdngendgeordnet: : : da¥jede beliebigeLinie desselbn in der stetigen Durch-
laufung einen einstimmigen Erscheinungszusammenhangrgibt: : : in welchendas
eine und selte immerfort gegelene X sich kontinuierlich-einstimmig “néher' und
niemals “anders' bestimmt. (Husserl 195Q p. 351)

This cortinuum can be characterised as being in nite in all directions, and it
consistsin all its stagesof impressions of the same determinate X, ordered
and connectedin such a way:::that every line through this ordering yields a
consistent sequenceof impressions: :in which the samegiven X is cortin uously
and consisterlly determined ever more accurately, and never di®erertly .

What can be gleanedfrom this passagés that the stagesof approximation, herethe
index set T, should form an ordered cortinuum, in such a manner that every ‘line’,

Spredicates A are closed on the inverse limit, hence so are the 9(AjGs). We know that
limsot 9(AjGs) = A. Now suppose A and B are disjoint predicates, then limgszt 9(AjGs) = A is
disjoint from limsy 1 9(BjGs) = A. By compactness there will be s 2 T such that 9(AjGs) and
9(BjGs) are disjoint.
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i.e. maximal linearly ordered set, should completely determine an object (formally,

a thread). If T is a partial order, the latter condition forcesT to be directed. It

is an interesting exerciseto put a topology on T and (the union of) the universes
of the models M ; sothat threads becomecortin uous functions. This can be done,
but at presen it is not clear that this move changesanything to the logic, so we
leave the matter here, exceptfor noting that Marr makesthe samepoint about the

importance of continuity (Marr 1982 p. 355).
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