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Abstract

Since the rise of Conceptual Metaphor Theory (CMT) in the 1980s, metaphor
theorists have investigated the numerous and diverse effects that metaphor has
on cognitive processes. It has been observed that in some recurring contexts,
metaphoric language tends to be preferred to literal language and that certain
metaphors tend to be preferred to others. This has led some scholars (among
others, Steen [2008]) to emphasize the communicative dimension of metaphor, a
dimension in which metaphors are sometimes used deliberately to produce spe-
cific effects. In this thesis, I analyze the different intentions behind metaphor
use that have been studied in the literature and organize them into a unified
taxonomy. I argue that in the context of discourse analysis - as well as in NLP
applications - the notion of intention is best understood as a property attributed
to linguistic acts, rather than the utterer’s guessed mental state. Such a view
allows me to account for the observed asymmetries in production vs reception of
metaphor and secures this approach from the most common critiques addressed
to Deliberate Metaphor Theory (see e.g. Gibbs [2011]). Eleven categories of
metaphor, distinguished by their primary intention, have emerged from my re-
search: Lexicalized metaphor, Persuasiveness, Argumentative metaphor, Vivid-
ness, Precision, Artistic metaphor, Imageability, Explanation, Heuristic reason-
ing, Humour, Social interaction. A first experience with corpus annotation -
based on the VU Amsterdam Metaphor Corpus (Steen [2010]) - has been car-
ried out with the aim of preliminarily validating the taxonomy and suggesting
directions for future improvements.

Keywords— metaphor, intention, CMT, corpus linguistics
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Chapter 1

Introduction

Metaphor is a complex and yet fascinating phenomenon. Beyond this gen-
eral consensus, however, numerous academic disputes plague the field: does
metaphoricity refer to the use of single words/expressions or can it span over
(and beyond) sentence level? Is metaphor first and foremost a linguistic phe-
nomenon, a cognitive one or both? Is metaphor use the result of mainly un-
conscious processes or is it triggered by willing deliberation? As it is often the
case, the value of the research can be measured by the number of questions it
stimulates. The Oxford English Dictionary defines metaphor as follows:

The figure of speech in which a name or descriptive term is transferred to some
object different from, but analogous to, that to which it is properly applicable. (Simp-
son and Weiner [1998])

From this preliminary definition, a minimal characterization of metaphor can
be sketched already. First of all, metaphor is at least a linguistic phenomenon,
it is something that we find in language. Second, it is a so-called figure of speech,
where by this umbrella expression I shall group all language uses that depart
from the literal one. Finally, metaphoric interpretation involves a process of
improper attribution or transfer of features. Thus, unless otherwise specified,
when talking about metaphor throughout this thesis I shall mean a figurative
use of language whose interpretation involves a process of meaning transfer.
Here are few examples of literary metaphors to get some intuition1:

No man is an island entire of itself; every man / is a piece of the continent,
a part of the main

Love’s not Time’s fool

And tonight our skins, our bones, / that have survived our fathers, /
will meet

1Quotes are from ”No Man in an Island” by John Donne, Sonnet 116 by William Shake-
speare and ”Loving The Killer” by Anne Sexton.
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It should be noted that metaphors are not just poets’ prerogative. As a matter
of fact, we use them quite unconsciously even writing a master thesis: ”Inten-
tions behind metaphor use”, ”Academic disputes plague the field”, ”The Oxford
English Dictionary defines”.

Since the ”cognitive turn” in the 1980s, Conceptual Metaphor Theory -
henceforth, CMT - has become increasingly prominent in the field of metaphor
studies. One of its main tenets is that metaphor is primarily a matter of thought
(Lakoff and Johnson [1980]). Within CMT, a conceptual metaphor is defined as
a mapping between two conceptual domains: the SOURCE and the TARGET.
Metaphoric mappings allow to conceptualize the TARGET (often more com-
plex or abstract) based on prior knowledge of the SOURCE (more concrete).
For instance, the conceptual metaphor TIME is MONEY - where TIME is the
TARGET and MONEY is the SOURCE - allows to understand the abstract
domain of time in terms of the more concrete domain of money. Thus, time can
be gained, spent, wasted, etc. Following the rise of CMT, metaphor theorists
have began to study the many and varied effects that metaphor has on cognitive
processes. It has been observed that in some recurring contexts, metaphorical
language tends to be preferred to literal language and that specific metaphors
tend to be preferred to others. This has led some researchers - e.g. Steen [2008]
- to emphasise the communicative dimension of metaphor, a dimension in which
metaphors are sometimes used deliberately to produce specific effects.

However, psychology-oriented scholars have advanced serious criticisms against
the theory developed by Steen and colleagues (Deliberate Metaphor Theory,
DMT) - see, for instance, Gibbs [2011, 2015]. In particular, these authors main-
tain that we cannot rely on the notion of deliberate metaphor2 since: (1) there
are no specific linguistic markers of this type of metaphor and (2) we are not
able to observe the speakers’ actual intentions and the speakers themselves may
be mistaken about their intentions. Nonetheless, the attribution of intentional-
ity plays a crucial role in the experience of any meaningful artefact, including
language (Gibbs [1999]). In this thesis, I argue that in the context of discourse
analysis - as well as in NLP applications - the notion of intention is best un-
derstood as a property attributed to linguistic acts, rather than the speakers’
guessed mental state. The Wittgensteinian intuition behind my approach3 is
that we do not need to ”see” what intentions are in speakers’ minds for their
words to be meaningful. It might be that we attribute intentions, so to say,
by default. In other words, we might perceive intentions behind utterances,
whether or not these are actually there. This view allows me to account for the
asymmetries observed in the production and reception of metaphors. Moreover,
the approach is safe from the most common criticisms addressed to DMT.

2That is, the intentional use of metaphor as metaphor (Steen [2017]).
3Cf. the ”beetle in a box” argument (Wittgenstein [1958] §293).
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1.1 Objective & Methodology

With regard to figurative language, one broad research question that one might
ask is: why do people use figurative language? (Roberts and Kreuz [1994]).
This thesis tries to provide an answer to this question in the special case of
metaphor. Incidentally, the answer responds also to one of Gibbs’ main chal-
lenges to DMT, namely the supposed inscrutability of intentions. Towards cer-
tain discourse-goals, I argue, metaphoric language is more effective than literal
language and, as a consequence, tends to be preferred to it. It is possible to
track such discourse-goals attributing intentions to linguistic data. The latter
are not to be interpreted as speakers’ goals, somehow ”present” to their minds,
but rather as goals perceived by the receiver4. If it were settled that the percep-
tion of intentions plays a crucial role in actual language comprehension - and
not just in interpretation5 - then building a computational system able to auto-
matically attribute intentions would be beneficial for many NLP applications.
My initial step towards this long-term research objective is to analyze the dif-
ferent intentions behind metaphor use that have been studied in the literature
and present them in a unified taxonomy. This taxonomy could then serve as a
basis for e.g. a neural classifier.

Towards the goal, I adopt different methodologies:

• Literature review. In order to clarify the scope of my research, I sur-
vey traditional semantic accounts of metaphor, as well as approaches in
Gricean pragmatics. I consider some influential theories stemming from
cognitive linguistics - in particular CMT and DMT. I analyse the notions
of intentionality and intention in the phenomenological and the analytic
traditions.

• Corpus linguistics. I familiarise with existing corpora annotated for metaphor
processing, in particular the VU Amsterdam Metaphor Corpus (Steen
[2010]) - henceforth, VUAMC - and with psycholinguistic studies cor-
relating real linguistic data with intentions. This allows me to build a
reasonable taxonomy of intentions behind metaphor use.

• Linguistic annotation. I collect linguistic data from the VUAMC and
annotate them according to the taxonomy. In this way, I estimate the ro-
bustness of my proposal. I also perform quantitative as well as qualitative
analyses on my dataset.

4Note that I do not deny that, in some situations, the producer might be consciously
producing language to achieve their goals. I am stressing the fact, however, that conscious
planning and intentional action are two distinct notions and that the latter is tied to the
observer’s viewpoint. More on this in Chapter 3.

5The distinction is adopted from Gibbs [1994]. A more detailed discussion is worked out
in Chapter 3.
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1.2 Structure of the thesis

The thesis is conceptually divided in two parts. The first part is theoretical;
it focuses on the notions of metaphor and intention in language use. Some
questions that it aims to answer are: what counts as metaphor in language?
What are the main theories of metaphor interpretation? What is an utterer’s
intention? Is metaphor use always intentional/deliberate/conscious? After hav-
ing addressed all these points, I propose a unified taxonomy of intentions that
are most commonly attributed to metaphor uses. The taxonomy is - at least
in part - empirically supported. Whenever possible, I report psycholinguistic
studies confirming the effectiveness of metaphoric language in cases where an
intention from the taxonomy is perceived. For instance, Persuasiveness was in-
cluded in the taxonomy because there is psychological research confirming that
in contexts where the producer is supposed to have the intention of persuad-
ing the receiver, metaphorical language tends to be preferred and to be more
effective. However, it must be noted that this kind of empirical grounding is
not available for all the categories. Thus, also studies from a more theoretical
literature are considered.

The second part is data-driven; its aim is to check the empirical robustness
of the proposed taxonomy against real linguistic data. Towards this goal, I an-
notated metaphors from the VUAMC6. Specifically, I collected and annotated
a set of around 1200 lexical units from the corpus. I performed several analyses
correlating attributed intentions and metaphor type, genre, novelty and part-
of-speech.

Here below is a summary of the content of each chapter:

• Theoretical part. In the first two chapters of the thesis, I clarify the no-
tions of linguistic metaphor and (speakers’) intention respectively. Chap-
ter 4 summarises previous work relating metaphor use and intentions and
highlights why the present study is needed. In Chapter 5, I provide a
first taxonomy of intentions behind metaphor use. Eleven categories of
metaphor, distinguished by their primary intention, have emerged from
my research.

• Data-driven part. The annotation setup, as well as the results, are sum-
marised in Chapter 6. First, I present the data and the annotation guide-
lines. I also compute inter-annotator agreement (Cohen’s kappa) on a
subset of the data. Then, I summarise the output of my annotation with
specific figures for different metaphor types and I perform some analyses
on the results. Finally, I comment on my findings and draw relevant con-
clusions. Chapter 7 hints at some limitations of this study and suggests
directions for future research.

6In order to assess the realiability of my annotation, a subset of the data was annotated
also by another expert annotator.
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1.3 Terminology

For the ease of exposition, it will be useful to introduce already some terminol-
ogy. The terms that I shall present have become an integral part of metaphor
theory jargon. Despite their specific academic origin, I will make use of the fol-
lowing dichotomies with no particular theoretical bearing throughout my thesis.
In any sentence that contains an alleged metaphoric expression or phrase, one
can generally make the following distinctions7:

• At surface linguistic level: focus and frame.

The terminology was introduced in M. Black’s article Metaphor (Black
[1955]). In order to recognize a sentence as metaphorical, there must be
some term or expression that calls for a non-literal interpretation. In
Black’s words: ”when we speak of a relatively simple metaphor, we are
referring to a sentence or another expression, in which some words are
used metaphorically, while the remainder are used non-metaphorically.”
(p.275). Thus, we can distinguish between:

– The word, phrase or expression that is being used metaphorically; to
be called the focus of the metaphor.

– The rest of the sentence, consisting of words that are being used
literally; the frame of the metaphor.

”The chairman ploughed through the discussion.” (p.275)

In this example, the word ”ploughed” calls for a metaphoric interpretation,
it is used metaphorically and hence constitutes the focus of the metaphor.
The rest of the sentence is the frame. Throughout the thesis, I adopt the
convention of underlying the focus of each metaphor being analysed.

• At semantic level: Tenor/Topic and Vehicle.

In his Philosophy of Rhetoric (Richards [1936]), I. A. Richards conceives
of metaphors as interactive processes, whereby two thoughts or ideas are
simultaneously activated. In this interaction, we can identify an idea which
is being presented with the name of another one. ”I. A. Richards suggests
to call Tenor the underlying idea and Vehicle the idea under whose name
the first one is apprehended.” (Ricœur [1975] p.105). In Fregean terms, we
can distinguish between the sense (Sinn) and the reference (Bedeutung)
of any referring expression. Then, we are in a position to adopt a slightly
adapted version of Goatly’s definitions (Goatly [1997] p.8)8:

– The conventional referent of the focus is called the Vehicle of the
metaphor9.

7For a comprehensive discussion of the first two dichotomies, refer to Ricœur’s third study
in (Ricœur [1975]). English quotations from Ricœur have been translated by myself.

8Following (Leech [1969] Ch. 9), the original term Tenor is substituted with Topic.
9In order to simplify the terminology, many authors refer to the linguistic unit that refers

to the Vehicle/Topic as the Vehicle/Topic-term.
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– The contextual, unconventional referent is the Topic of the metaphor.

To this couple, Goatly adds also the notion of Ground, by which he means
the set of similarities and/or analogies between Vehicle and Topic that are
involved in the metaphor. Hence, in the following example:

”The past is a foreign country; they do things differently there.” (Goatly
[1997] p.8)

”The concept ‘foreign country’ is the Vehicle, the concept ‘the past’ is
the Topic and the similarity, the Grounds, is the fact that in both foreign
countries and in the past ‘things are done differently’.” (Ibid.).

• At conceptual level: SOURCE and TARGET.

The influential book Metaphors we live by (Lakoff and Johnson [1980]) has
made way for Conceptual Metaphor Theory, a paradigm in which metaphor
is primarily a matter of thought rather than of language. From a cogni-
tive perspective, metaphor ”is defined as understanding one conceptual
domain in terms of another conceptual domain.” (Kovecses [2010] p.4),
where by conceptual domain we shall mean ”any coherent organization
of experience.” (Ibid.). Roughly, one could think of a conceptual domain
as a set of entities, relations occurring among them and events that are
typically observed in experience. Different experiences are made meaning-
ful thought the lenses of a conceptual domain, which provides a coherent
organization for the diverse stimula that constitute the experience. In a
conceptual metaphor, we always have two constituents:

– The SOURCE domain: ”The conceptual domain from which we draw
metaphorical expressions to understand another conceptual domain.”
(Ibid.)

– The TARGET domain: ”the conceptual domain that is understood
this way.” (Ibid.)

A conceptual metaphor ought to be distinguished from its possible lin-
guistic manifestations. I shall adopt the convention, customary within the
cognitive tradition, of reserving uppercase letters for conceptual domains
and lowercase letters for linguistic entities. For instance, the linguistic
metaphor:

”Your claims are indefensible.” (Lakoff and Johnson [1980] p.4)

is a manifestation of a general conceptual metaphor:

ARGUMENT IS WAR

where ARGUMENT is the TARGET domain of the metaphor and WAR
is the SOURCE domain.

9



Chapter 2

Metaphor

In this chapter, I first focus on metaphor identification and interpretation. Then, I
introduce CMT and hint at subsequent developments within the cognitive tradition.
In particular, I present DMT and address two challenges that have been advanced
against it. Responding to one of the challenges will require a thorough investigation
of intentionality. The next chapter is devoted to such a task.

2.1 Metaphor in language

2.1.1 The linguistic forms of metaphor

Already at the level of its linguistic manifestations, that is, at the level of pos-
sible grammatical combinations of focus and frame, metaphor proves to be a
heterogeneous phenomenon. Nonetheless, in the literature there is a certain
bias - generally motivated by talks of simplicity - to focus on copula metaphors,
i.e. metaphors with syntactical form ”A is B”, where A and B are typically
noun phrases. The presence of the focus term ”B” - and hence of its referential
meaning, the Vehicle - triggers a metaphoric interpretation; it is because some
B-features are predicated of A that the overall sentence is metaphorical. The
often cited examples are taken from literary texts. Let us consider, for instance,
the famous:

”it is the east, and Juliet is the Sun” (Shakespeare [1993])

This sentence is metaphorical. Many theories of metaphor would interpret
the sentence as predicating of Juliet some properties customarily associated to
the Sun (either by means of comparison or by transfer). The focus ”Sun” evokes
the associated referent (the metaphor Vehicle) in such a way as to trigger the
predication of some of its contextually salient features to Juliet (the Topic).

However, taking copula metaphors as the bulk of metaphor in actual lan-
guage use is misleading. As a matter of fact, metaphors where the focus is part

10



of a metaphorical noun phrase in general, and copula metaphors in particular,
represent just a small portion of the phenomenon. Once we take into account
real linguistic data, we soon realize that metaphor interests potentially all parts
of speech (POS). Among others, verbal metaphors are of primary interest. These
metaphoric expressions hinge on a focus consisting of a verb phrase:

I know where the time goes. (Cameron [2003] p.93)

There are several quantitative studies supporting the claim that verbal metaphors
are actually the most widespread. Here below I briefly summarize the results of
a manually annotated study and of two data-driven studies.

• In her thorough analysis of metaphors in the context of classroom activity,
Cameron [2003] showed that verbal metaphors (single verb, verbal phrase,
phrasal verb, etc.) are the most frequent ones and account alone for 47%
of cases in her study, that is, 333 out of 711 instances (pp.88,89). They
are followed by prepositional metaphors (preposition and prepositional
phrase), which represent 34% of cases (244/711). Just the 15% (103/711)
consists of nominal metaphors (single noun, noun phrase, etc.), and within
this category just the 5% (33/711) consists of what I have called copula
metaphors (”single noun” in Cameron).

• Shutova [2011] developed a computational model for automated metaphor
identification and interpretation. Her focus is on single-word, verbal metaphors.
The author conducted a corpus study where she identifies metaphorically
used words (verbs, nouns, adjectives and adverbs) following a modified
version of the MIP1. Her goal was to ensure that Cameron’s findings were
not biased by the discourse genre that she analyzed (educational discourse)
but could instead be safely generalized. Shutova’s corpus consists of 7 texts
from the BNC (Consortium [2007a]) containing a total of 13.642 words.
Her findings confirm the expectations: ”metaphors expressed by a verb
are by a large margin the most frequent type and constitute 68% of all
metaphorical expressions.” (Shutova [2011] p.61).

• Steen [2011] has analysed metaphors from the British National Corpus
Baby (Consortium [2007b]), resulting in the VUAMC (Steen [2010]), a
corpus of English texts covering four registers (Academic, News, Fiction,
Conversation) and annotated for metaphoricity at word level (total of al-
most 190,000 lexical units). In addition to these data, a set of over 100,000
lexical units from Dutch newspaper and conversation corpora was consid-
ered. The author concludes that prepositions, determiners and verbs are
the most frequent words classes to be used metaphorically2.

1Metaphor Identification Procedure, see Section 2.1.3 in this thesis for more details.
2”Average percentages place metaphorical use of prepositions and determiners [...] at the

top, above 30%; of verbs, nouns, adjectives, and adverbs in the middle, between about 25%
and 10%; and of conjunctions and all other function words at the bottom, at less than 2%.[...]
For the four major content word classes, there is a clear cline in metaphorical use from verbs
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2.1.2 A family-resemblance approach

From what we have said, we can conclude that the scope of linguistic metaphor
should be wider than single words, it should comprise potentially all POS and
diverse syntactic as well as semantic configurations. To stress the point once
more, we should not limit ourselves to copula metaphors. Cameron proposes two
necessary conditions for detection of metaphoricity (Cameron [2003] pp.58-60)3:

1. Presence in the discourse of a focus/Vehicle-term, a word or phrase that
is anomalous/incongruous against the surrounding discourse.

2. The incongruity produced by the focus can be resolved by some ”transfer of
meaning” (interaction, conceptual mapping or blending) from the Vehicle
to the Topic.

However, one soon comes to realise that these conditions are not sufficient.
As a matter of fact, it might be reasonable to assume that no list of necessary
and sufficient conditions can be found. On the other hand, metaphor could
be better understood as a family-resemblance category. The notion of family-
resemblance, which was most notoriously popularized by Wittgenstein, is an
alternative to categorization in terms of necessary and sufficient conditions.
Among the individuals belonging to a family-resemblance category ”we see a
complicated network of similarities overlapping and criss-crossing: sometimes
overall similarities, sometimes similarities of detail.” (Wittgenstein [1958] §66).
Cameron [2003] points out three major differences between family-resemblance
categories and classical, set-theoretic categories (p.61):

• members of a family-resemblance category do not necessarily share com-
mon properties, but can resemble each other in a range of different ways,

• classical categories are bounded and finite; family-resemblance categories
are open, and

• family-resemblance categories often have prototypical or central members.

The last point in particular was already stressed by Lakoff and Johnson
[1980] (pp.122,123) in relation to how human categorization works. The authors
cite empirical work by Eleanor Rosch (Rosch [1977]), who shows that human
categorization hinges on prototypes and resemblance to prototypes rather than

through nouns and adjectives to adverbs.” (Steen, 2011 p.52). Performing a double-check
on the online version of the VUAMC, it turns out that within the metaphor related words
of any type, 6934 belong to the word category of prepositions, followed by verbs (6518) and
nouns (4860). It is not clear if some prepositions marked as metaphorically related are part
of phrasal verbs, in which case it would be reasonable to add them to a macro category of
verbal metaphor as done in Cameron’s study.

3Note that these are not assumptions about metaphor understanding in everyday language,
but rather procedural steps in the identification of linguistic metaphor. To be clear, accounts
of metaphor understanding that require previous literal interpretation and subsequent recog-
nition of semantic anomaly (Standard Pragmatic Model) have proved to be not empirically
supported (see e.g. Gibbs [1994] p.100).
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fulfillment of defining conditions. Consequently, those copula metaphors that
have received special attention in the philosophical literature may represent the
prototypical cases, while a whole landscape of metaphoric expressions remains
the object of investigation4.

2.1.3 Metaphor identification procedures

Once one has acknowledged the complex nature of linguistic metaphor, deci-
sions still need to be made. In particular, in order to support any claim on
metaphor in actual language use, an operationalisation is needed in order to
decide which lexical units should count as metaphors. The need for a common
identification procedure, to be shared among metaphor scholars, has led to the
MIP, an influential approach by the Pragglejaz Group, originally composed of
10 experts in the field. The main idea behind this identification procedure is to
think whether the alleged metaphoric expression has some basic meaning (more
concrete, related to bodily action, more precise, historically older), that differs
from the contextual meaning (Group [2007] p.3).

A refinement of the procedure - the MIPVU - was carried out by Steen
and colleagues in (Gerard J. Steen and Pasma [2010] Chapter 2)5. The main
difference between the MIP and the MIPVU is that while the former presupposes
that interpretation always requires a transfer - from the basic meaning to the
contextual one - the latter leaves this transfer at a level of a potentiality. In
addition, the output of the procedure is not just the identification of metaphor-
related-words (MRWs) but a more fine-grained distinction among the following
metaphor types6:

• Indirect metaphor : the contextual meaning is not the basic one, but the
indirect meaning of the word.

• Direct metaphor : there is no contrast between the contextual and the
basic meaning of the word. In order to interpret the sentence, however,
the addressee has to map the referent in the SOURCE domain to some
contextually relevant TARGET domain.

• Implicit metaphor : a non-content word (e.g. a pronoun) is related to some
underlying conceptual metaphor due to its lexico-grammatical functions.

Consider the following example:

Imagine your brain as a house filled with lights7.

4As Cameron puts it: ”it may be useful to use the working assumption that ’metaphor’ is
not a unitary phenomenon and to adopt a family-resemblance approach. [...] Instances in the
data may resemble the central type in various ways, and these different types of resemblance
may lead to different subcategories of ’metaphor’.” (Cameron [2003] pp.60,62).

5Note that the MIPVU was the identification procedure adopted in the creation of the
VUAMC, which is the corpus my annotation is based on - ref. Chapter 6.

6Definitions adapted from (Steen [2011]).
7From Time Magazine, 17 July 2000.
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This sentence is used in the article to talk about the Alzheimer’s disease
and its effects on cerebral activity. Steen argues that while the metaphor of
the house is direct, requiring the activation of a conceptual mapping, the use of
”filled” instead is indirect, since the conceptual domain of its basic sense is not
relevant to the interpretation process.

To sum up, the common core of both identification procedures is the inter-
pretation of metaphor (actual in the MIP and potential in the MIPVU) by a
process of meaning transfer. As anticipated in the Introduction, this should be
the pivoting element in the recognition of a linguistic expression as metaphor-
ical, no matter its syntactic or semantic profile. In what follows, I hence turn
the discussion to metaphor interpretation.

2.2 The interpretation of metaphor

2.2.1 The traditional view

Aristotle’s conception of metaphor influenced classical rhetoric and later de-
velopments. According to him, metaphor involves a transfer by analogy or
proportion, whereby an alien name is used instead of a current one8. Following
Aristotle, traditional rhetoricians argue that metaphor merely decorates lan-
guage without adding new information. A theory of metaphor interpretation
reduces thus to a theory of substitution: given a metaphor, the task of the in-
terpreter is to find the ordinary word that the metaphor stands for and signal
out the reason for the substitution, that is, the relation between the two words
that motivates the metaphorical transfer.

The Substitution Theory of metaphor faced criticism during the 20th cen-
tury, coinciding with a renewed interest in metaphor studies. For instance,
Ricœur contends that substitution alone is inadequate. Metaphor affects not
only names but all word types and its interpretation requires the entire sen-
tence. Metaphoric expressions are not just simple designators; they often in-
volve qualification9. Thus, a comprehensive theory of metaphor interpretation
must consider the predicative character of metaphors and look at the context
of the whole sentence - and possibly beyond.
A ”cognitive version” of the Substitution Theory is what Lakoff & Johnson
have dubbed the Weak Homonymy View (Lakoff and Johnson [1980] p.111).
This theory suggests that the various concepts that are expressed by the same
word - viz. the metaphorical and literal meanings of the word - are related

8”Metaphor is the application of an alien name by transference either from genus to species,
or from species to genus, or from species to species, or by analogy, that is, proportion.”
(Aristotle [2008] p.23).

9As Ricœur puts it: ”What is the metaphorical use of a noun? To ”make a tiger of an
angry man”, ”of a great writer a swan”: is this not already something other than designating a
thing by a new name? Is it not ”naming” in the sense of characterizing, of qualifying?”(Ricœur
[1975] p.78).
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to each other by similarity. This variation on the traditional view has been
criticized by Lakoff & Johnson on different grounds (pp.112,113).

2.2.2 Modern theories of metaphor interpretation

Here below I provide a brief overview of modern theories of metaphor interpre-
tation. In particular, pragmatic theories are the most relevant to my approach.

• Comparativist theories. A comparativist theory sees metaphor as ”an im-
plicit comparison, an elliptical simile” - the expression is due to Beardsley
[1962]. Thus, to interpret a metaphor, is to perform a comparison between
two terms: the Tenor and the Vehicle. As Lycan [2000] points out, one can
distinguish among what he calls a Naive Simile Theory and a Figurative
Simile Theory. The former is historically older and has its origin in an-
cient rhetorics10. It takes the comparison to be literal, that is, it assumes
that Tenor and Vehicle posses independent, objective features and that
some of these match - thus allowing a meaningful comparison. Figurative
Simile Theory can be seen as a modern improvement on the Naive Theory.
Inspired by Tversky [1977]’s approach to comparison, it has been defended
by several contemporary scholars11. The key point made by these authors
is that, while literal similarity is symmetric, metaphors are typically uni-
directional. In order to account for such asymmetry, they introduce a new
criterion of figurative similarity, which is based on the notion of salient
features of an object.
Objectivist accounts on similarity (with our without the restriction to
salient features) have been criticised by proponents of the conceptual the-
ory of metaphor (see Lakoff and Johnson [1980] p.153-155). In particular,
Lakoff and Johnson highlight how metaphors don’t just relate preexisting
similarities but can create new similarities and such similarities are most
of the time of a personal, experiential nature rather than objective.

• Semantic theories. These theories take the interpretative process by which
metaphor works to be a kind of contextual interaction between different
meanings, typically resulting in semantic innovation. A first explicit elabo-
ration can be found in Richards [1936], who also introduced specific names
for the two terms of the interaction, namely the Tenor and the Vehicle.
Interaction may highlight similarities but also dissimilarities, which is why
Ricœur talks more specifically of a theory of tension rather than mere in-
teraction12. This tension actually occurs at three levels (Ricœur [1975]
p.311):

– within the sentence, between frame/Topic and focus/Vehicle,

10See, for instance, the Poetics by Aristotle [2008] or the Institutio Oratoria, Book VIII, by
Quintilian [1921].

11For instance, refer to the Salience Imbalance Theory elaborated by Ortony [1979], or the
Figurative Simile Theory by Fogelin [1988].

12Note that already Beardsley highlights that semantic innovation is due to tension within
the metaphor (see e.g. Beardsley [1962]).
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– at sentence level, between literal and metaphoric interpretation, and

– in the function of the copula, which expresses equality and inequal-
ity13.

The truth of a metaphorical statement is thus paradoxical in nature and
rests ultimately on a tension in the relational function of the copula
(p.321).
Max Black, on the other hand, stresses how a metaphorical Vehicle (focus
in his terminology) functions as a filter: to evoke a Vehicle makes us see
the Topic from a certain perspective, ”suppresses some details, empha-
sises others - in short, organizes our view [of it].” (Black [1955] p.288).
What is being activated in the process of metaphoric interpretation are
commonplaces associated to the Vehicle and ”applied” to the Topic. This
particular characteristic of metaphors is what Moran calls the framing ef-
fect (Moran [1989]). Metaphors make us see the Topic under a particular
(and often new) light, namely the one suggested by the juxtaposition of
the Vehicle. The framing effect, as we shall see, will be further investigated
by cognitive linguists.

• Causal Theories. Advocates of causal theories highlight the effects of
metaphor. They ”maintain that in metaphor, no words go missing and nei-
ther words nor speakers are induced to mean anything out of the ordinary.”
(Hills [2022]). Davidson, in particular, makes this point clear in his influ-
ential paper What Metaphors Mean: ”metaphors mean what the words,
in their most literal interpretation, mean, and nothing more.” (Davidson
[1978] p.32). He contends that there is traditionally a fundamental con-
fusion between the meaning of a metaphor and what a metaphor is used
for, that is, its effects. Like similes and other linguistic devices, metaphors
are used to direct our attention to some aspects of the world and to in-
vite us to make comparisons14. Thus, what seems to be the meaning of
a metaphor, is rather the effect it has on us, that is, what the metaphor
makes us see.

• Pragmatic Theories. For pragmatic theories, metaphorical meaning is
explained in terms of the utterer’s intended meaning. In his seminal pa-
per Logic and Conversation (Grice [1975]), Grice takes the meaning of
a metaphor to be a conversational implicature. He mentions metaphor
as an example of flouting the maxim of Quantity: since a metaphorical
statement is obviously true or false, the hearer must recognize that the
literal meaning is not the intended meaning and they will proceed to work

13Note that, in his La métaphore vive, Ricœur focuses on what I have dubbed copula
metaphors.

14”The simile says there is a likeness and leaves it to us to pick out some common feature or
features; the metaphor does not explicitly assert a likeness, but if we accept it as a metaphor,
we are again led to seek common features.”(p.40).

16



out the relevant implicatures15. A more detailed version of the pragmatic
account is found in Searle [1979]. After having reconciled metaphoric in-
terpretation with the general task of recovering the utterer’s meaning16,
he breaks down this process in three steps (Lycan [2000] p.219):

1. If the sentence is somehow defective, the hearer realises they have to
look for a non-literal (viz. metaphoric) interpretation.

2. The hearer mobilizes a set of strategies to generate possible speaker’s
meanings (e.g. make comparisons between Vehicle and Topic).

3. The hearer employs another set of strategies to determine which one,
is, most likely, the actual intended meaning (e.g. consider which
Vehicle-features are applicable to the Topic).

2.3 Metaphor in thought: the cognitive turn

Between the late 1970s and early 1980s, a renewed attitude towards the study
of metaphor has started to emerge. There are at least three unifying intuitions
at the basis of the different approaches that were developed since:

• Metaphor is not a marginal aspect of language, relegated to the domains
of poetry and literature. It is in fact part of our every-day language and
pervades potentially all registers.

• The function of metaphor is not only, neither primarily, ornamental. Metaphor
plays a key role in cognitive processes such as imageability, particulariza-
tion, understanding, memorability, etc.

• Metaphor is not just a matter of language, but also of thought. In fact,
it is because we tend to think metaphorically that our language displays
such a wealth of metaphors.

The first two points are already present in the seminal paper Why metaphors
are necessary and not just nice by Andrew Ortony (Ortony [1975]), which well
exemplifies the new spirit. The link between metaphor and cognitive processes
is there made explicit17. The author puts forward three theses about the role
of metaphor in communication, namely:

15”Examples like ”You are the cream in my coffee” characteristically involve categorial
falsity [...] The most likely supposition is that the speaker is attributing to his audience some
feature or features in respect of which the audience resembles (more or less fancifully) the
mentioned substance.” (Grice [1975] p.53).

16”The problem of explaining how metaphors work is a special case of the general problem of
explaining how speaker’s meaning and sentence or word meaning come apart.” (Searle [1979]
p.76).

17”Metaphor permits the transfer of abstracted, but nevertheless nondiscretized, coherent,
chunks of characteristics from the vehicle to the topic. These chunks are, as it were, predicated
en masse and they bear a special relationship to cognition and perception because they have
not (themselves) been internally discretized.” (p.50).
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• Compactness. Metaphors allow to convey whole ”chunks” of experience
at once and in this way constrain particularisation18.

• Inexpressibility. ”Metaphor enables the predication by transfer of charac-
teristics which are unnameable.” (p.49)

• Vividness. Metaphors are more vivid than their non-metaphorical equiv-
alents because, avoiding the discretization of experience typical of literal
discourse, remain closer to experience as it is phenomenologically per-
ceived.

One of Ortony’s intuitions was taken up by proponents of CMT; namely that
metaphoric transfer generally works from the know to the unknown: ”metaphors
are necessary as communicative device because they allow the transfer of coher-
ent chunks of characteristics - perceptual, cognitive, emotional and experiential
- from a vehicle which is known to a topic which is less so.” (p.53).

2.3.1 Conceptual Metaphor Theory (CMT)

The first complete exposition of CMT is found in the influential book Metaphors
we live by (Lakoff and Johnson [1980]). Lakoff & Johnson’s innovation was the
recognition of metaphor as an essentially cognitive phenomenon. As the authors
put it: ”our ordinary conceptual system, in terms of which we both think and
act, is fundamentally metaphorical in nature.” (p.3). This means not only that
some concepts can be understood in terms of others, as it is the case for example
when we try to explain some unfamiliar notion through a metaphor. Concepts
related to complex, abstract activities are metaphorically structured, that is,
their very constitution depends on the diverse metaphors through which we
understand them. Paradigmatic cases are abstract concepts such as emotions.
For instance, LOVE is constituted through a number of (culturally-dependent)
metaphors, each highlighting some aspects of love: LOVE IS A PHYSICAL
FORCE, A PATIENT, MADNESS, MAGIC, WAR, etc.

In general, a conceptual metaphor is defined as a cross-domain mapping be-
tween conceptual domains - the SOURCE and TARGET; see Section 1.3. Typ-
ically, an abstract domain is understood in terms of a more concrete one, result-
ing in a certain directionality or asymmetry. To a single conceptual metaphor
often corresponds a variety of linguistic manifestations, which display variable
degrees of conventionalization:

Conceptual metaphor Linguistic metaphors
Your claims are indefensible.

ARGUMENT IS WAR I’ve never won an argument with him.
He shot down all of my arguments.

...

18That is, the process of filling in the details from the message communicated to the for-
mation of a complete mental image (p.47).
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Typical examples of conceptual metaphors are found in every-day language.
Lakoff & Johnson signal out some recurring types:

• Structural metaphors: one domain is metaphorically structured in terms
of another (LOVE IS A PHYSICAL FORCE and ARGUMENT IS WAR
examples above),

• Orientational metaphors: a system of concepts is organized in terms
of another reference system (e.g. HEALTH/SICKNESS IS UP/DOWN,
MORE/LESS IS UP/DOWN),

• Ontological metaphors: we experience a nonphysical concept in terms of
discrete objects and substances (e.g. INFLATION IS AN ENTITY, THE
MIND IS A MACHINE), etc.

Many more examples can be found in the Master Metaphor List (G. Lakoff
and Schwartz. [1991]), an overview of conceptual metaphors which was manu-
ally compiled by Lakoff and colleagues. Given its human-dependence, the list
should be considered cautiously as representative of most common conceptual
metaphors that trigger natural language manifestations. I will leave, however,
such concerns apart and turn to a brief survey of more recent developments
within the cognitive tradition.

2.3.2 Deliberate Metaphor Theory (DMT)

Several authors have stressed the importance of communication in the analysis
of metaphors19. However, the notion of deliberate metaphor was most strongly
defended by Gerard Steen (Steen [2008, 2011, 2014, 2015, 2017]). Throughout
his papers, we find several definitions of deliberate metaphor. I here quote two:

”A metaphor is used deliberately when it is expressly meant to change the
addressee’s perspective on the referent or topic that is the target of the metaphor, by
making the addressee look at it from a different conceptual domain or space, which

functions as a conceptual source.” (Steen [2008] p.222)

”Deliberate metaphor concerns the intentional use of metaphors as metaphors [i.e.
as online cross-domain mappings] between sender and addressee.” (Steen [2017] p.1)

Overall, Steen highlights three basic characteristics of deliberate metaphors:

1. A deliberate metaphor has a specific communicative function, that is,
changing the addressee’s perspective on a certain topic,

2. A deliberate metaphor is an invitation for the addressee to do something,
namely to change their perspective on a topic, and

3. A deliberate metaphor is intentional. Minimally, it is intended to draw
distinct attention to the SOURCE and TARGET domain.

19See for instance Cameron [2003] and Charteris-Black [2004].
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Typical cases of deliberate metaphors are direct metaphors. These may
consist in simple copula metaphors (A is B) or similes (A is like B), but can
also be extended to a different degree. Here are some examples:

Love is blindness.20 (Steen [2008] p.225)

You are like a hurricane, there’ s calm in your eye, and I’m getting blown
away.21 (Ibid.)

Imagine your brain as a house filled with lights. Now imagine someone turning
off the lights one by one. That’s what Alzheimer’s disease does.22 (Steen

[2014] p.182)

In general, one tenet of DMT is that the more extended a metaphor is,
the more likely it is to be deliberate23. Building on findings by Glucksberg &
Keysar and Gentner & Bowdle24, Steen makes an important departure from
CMT: ”theoretically defining metaphor as a cross-domain mapping [in thought]
does not mean that metaphor must exhibit a cross-domain mapping in all of its
processes of use.” (Steen [2017] p.9). In particular, non-deliberate metaphors -
which constitute the vast majority of metaphors in everyday language - might
not be processed as cross-domain mappings but, for instance, through lexical
disambiguation (Ibid.). Deliberate metaphors, on the contrary, always require
the activation of conceptual mappings.

It goes without saying that DMT has stimulated a lively academic debate. In
particular, Raymond Gibbs advanced two main challenges to the theory (Gibbs
[2011, 2015]):

1. Lack of a procedure to identify a deliberate metaphor. Steen [2008] takes
the blatant falsehood of statements in which a metaphor appears to be
a signal for its deliberateness (p.222). The idea that the recognition of
”semantic anomaly” is a necessary step towards metaphor identification
has long thrived within the academic tradition25. However, psycholinguis-
tic research has shown that ”people do not first recognize anomalies and
only then derive appropriate metaphorical meaning.” (Gibbs [2011] p.36).

20Title of a famous U2 song.
21A line from Neil Young’s song ”Like a hurricane”.
22Time Magazine, 17 July 2000
23”Direct metaphors are deliberate by definition. The more extended or highlighted they

are or the more prominent their source-domain appearance, the greater the chance that they
impinge on consciousness and elicit conscious metaphorical thought.” (Steen [2014] p.185).

24Glucksberg & Keysar have challenged the view that metaphor always hinges on com-
parison and have advanced a proposal in which (copula-)metaphors are interpreted as class-
inclusions (Glucksberg and Keysar [1990]). Gentner & Bowdle’s Carreer of Metaphor Theory
has put the different possible processings of metaphor (by comparison or inclusion) into a
diachronic perspective - for more details see e.g. (Bowdle and Gentner [2005]).

25For instance, in literary criticism - see the Controversion Theory of metaphor and its
emphasis on the notion of logically empty attribution in (Beardsley [1958] pp.138-147) - and
in pragmatics - see the Standard Pragmatic Model of metaphor interpretation, as presented
by Gibbs [1994] (p.83).
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Gibbs [1994] cites several studies - Ortony [1978], Glucksberg [1982], In-
hoff [1984], etc. - indicating that (1) metaphorical meanings can be as
readily available as literal meanings and (2) metaphorical meanings can
be computed even in absence of semantic anomaly (pp.100,101).
Apart from anomaly, some authors have proposed that certain linguis-
tic markers - metaphorically, figuratively, actually, one might say, so to
speak, etc. (Goatly [1997]) - or tuning devices - actually, almost, imagine,
just, kind of, a little, really, sort of, etc. (Cameron and Deignan [2003])
- would facilitate the identification of deliberate metaphors. The problem
is that such signals turn out to be used in language quite broadly and are
hence not (deliberate) metaphor-specific (Gibbs [2011] p.34). If there are
no linguistic markers that are specific to deliberate metaphor, how can we
objectively identify them?

2. Producers’ conscious judgments are not reliable as proxies for mostly un-
conscious processes. It has generally been recognized in psychological
research that people have limited access to the causes of their behaviour.
More often than not, these causes are unconscious and are hence not open
to conscious scrutiny. In particular, Gibbs [2011] discusses Nisbett &
Wilson’s ”shoes experiment” (Nisbett and Wilson [1977]) and Libet’s ex-
periment on ”readiness potential” (Libet [1985]). These experiments are
supposed to show that subjects are often not aware of the causes of their
behaviour. Consequently, asking producers about their intentions for the
use of a certain metaphor is not a reliable method for assessing its delib-
erateness26. If we cannot ask to speakers about their intentions, how can
we then be sure of what their intentions are?

Proponents of DMT have responded to both challenges. For challenge 1, the
Deliberate Metaphor Identification Procedure (DMIP) was developed in order
to provide an operational definition of deliberate metaphor (Reijnierse et al.
[2018]). Crucially, DMIP can only identify potentially deliberate metaphors.
These are the ones in which the SOURCE domain plays a role in the referential
meaning of the utterance (pp.134,136). To assess whether a certain potentially
deliberate metaphor was deliberate tout court, one might be required to take
into account both linguistic and extra-linguistic signs. Within the linguistic
signs, the authors still count the extendedness of the metaphor: the more ex-
tended a metaphor is, the more likely it is to be deliberate and the more likely
it is to be remembered. This last conclusion was criticised by Thibodeau [2017],
who showed that there seems to be no relevant interaction between metaphor
extendedness and recall. I leave this issue aside and move on to responses to
the second challenge.

Even though no definition of deliberate metaphor explicitly mentions con-
sciousness, Gibbs’ and related worries stress an important point. As a matter

26”Asking people to report whether they created or chose some metaphor deliberately,
compared to their use of other metaphors, is an inaccurate method for assessing the thought
processes that brought that metaphor into being.” (Gibbs [2011] p.43).
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of fact, in his 2008 paper Steen does sometimes mix the notions of intentional
and conscious use27. However, in later works he rightly highlights the distinc-
tion that can - and should - be made between intentionality and consciousness.
While ”one may safely assume that all language use is intentional: i.e., it is goal
directed, related to some knowledge” (Steen [2014] p.184), not all language use
is conscious - on the contrary, it is typically unconscious (Steen [2017] p.6). A
metaphor is deliberate if it is ”intentionally used as a metaphor in communi-
cation” (Ibid.). This, however, does not imply that it was consciously selected
and then uttered.

Charteris-Black [2012] offers another possible way to bypass the second
challenge. The author recognizes a tension in Steen’s proposal of adopting a
3-dimensional model of metaphor theory (comprising language, thought and
communication). In this project, he argues, two autonomous disciplines are
conflated, each characterised by its own objectives and methodology:

• Discourse analysis. The discourse analyst interprets language uses through
considerations of authorship, audience, context of utterance, communica-
tive purposes, etc.

• Psycholinguistics. The psycholinguist explains why people speak as they
do and how their utterances are understood by receivers.

Theories of metaphor developed within one discipline are not, in general, ap-
plicable to the other. Thus, considerations on deliberateness, for instance, are
relevant for discourse analysis but are not so for cognitive science. In particular,
when a discourse analyst is identifying a metaphor as deliberate, they are not
making claims on whether the metaphor was produced or understood as such.
In other words, the classification of a metaphor as deliberate is a matter of judg-
ing human (linguistic) behaviour, not of explaining it. Charteris-Black develops
his own proposal from a discourse analysis perspective. In particular, he sug-
gests to adopt the notion of purposeful - as opposed to deliberate - metaphor.
Purposefulness ”is oriented to the intended outcome of a metaphor and makes
no assumptions about whether it is conscious or unconscious.” (p.5).

The relation between the purpose of a metaphor and the intentions of its
author needs to be clarified. In the next chapter, I provide a more detailed
exposition of the notions of intentionality and intention. In particular, I argue
that we can meaningfully think of intentions in a way that does not rely on
speakers’ mental states.

27”Not all intentional metaphorical language use is metaphorically deliberate in the sense
of consciously being selected to achieve a particular communicative, and especially rhetorical,
effect.” (p.224); ”These must all involve the conscious, deliberately metaphorical use of the
source domain for rhetorical purposes.” (p.225).
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Chapter 3

Intention

Intentionality plays a role in the understanding of metaphors as meaningful. However,
what precisely and how strong this role is has not been studied in depth. In this
chapter, I first present some empirical evidence suggesting the importance of authorial
intentions in metaphor processing. After hinting at the problem of intentionality in
phenomenology, I move to the analytic tradition and introduce the notion of intention
popularized by pragmaticians (Grice, Searle, etc.). I end the chapter discussing inten-
tion attribution and the role that it has in the interpretation of metaphors - as well
as, possibly, in their comprehension.

In (Gibbs et al. [1991]), the authors investigate whether the presupposition
of an implied author (intentional agent) affects metaphor understanding. One
of the declared aims of the paper is to respond to the so-called intentional
fallacy1 denounced by formalists schools of literary criticism2. In agreement
with Gricean pragmatics and Speech Act Theory, Gibbs et al. claim that ”the
recovery of speakers’/writers’ intentions is critical to understanding the meaning
of utterances.” (p.14). Here below I summarize the setup and results of the three
experiments that were conducted.

• In their first experiment, Gibbs et al. asked 23 subjects to rate on a scale
from 1 to 7 the meaningfulness of metaphorical, literal and anomalous
comparisons3. Each comparison was presented to participants in only
one of two possible contexts: either it had been written by a famous
20th century poet or by a computer program - actually, no sentence had
been written by a computer program but the experiment hinged on the
fact that subjects believed so. Results show that metaphoric as well as

1That is, the claim that the interpretation of (literary) texts does not require any inference
on what their authors’ intentions might have been.

2Ref. to works by Brooks, Wimsatt, Beardsley, etc.
3Here some examples: ”A cigarette is like a time bomb” (metaphoric comparison); ”A visa

is like a passport” (literal comparison); ”A tyrant is like a river” (anomalous comparison).
Note that, in this paper, the authors seem to be close to the Figurative Simile Theory of
metaphor interpretation. For this reason, their findings should be considered with certain
caution from a CMT perspective.
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literal comparisons were rated as more meaningful in the poet condition
than in the computer condition. The findings support the hypothesis that
”the implied presence of an intentional agent (poet) facilitate[s] subjects’
interpretations.” (p.18).

• The second experiment is a reaction time experiment in which participants
where asked to make a forced choice (meaningful vs. meaningless) for
the same stimuli of the first experiment. The output of the experiment
confirmed that the implied presence of an author facilitates understanding
also along a temporal dimension (p.21).

• The third experiment focuses on the products of understanding in the two
conditions, that is, on available interpretations. 16 subjects were asked
to list as many possible interpretations as they could think of for each
comparison (same stimuli as per previous experiments). The number of
produced interpretations was recorded for each stimulus. Results show a
significant effect of the context on the availability of different interpreta-
tions: subjects came up with more interpretations in the poet condition.

Overall, Gibbs et al. invite us to conclude that implied authorial intentions
play a decisive role in metaphor understanding. In this chapter, my aim is
to better demarcate what one might mean by ”authorial intentions”. Before
discussing intentions, however, I devote a small section to intentionality.

3.1 Intentionality

3.1.1 The phenomenological tradition

According to the Stanford Encyclopedia of Philosophy, ”intentionality is the
power of minds and mental states to be about, to represent, or to stand for,
things, properties and states of affairs”4. Actually, intentionality is not re-
stricted to mental states. Given the etymology of the Latin word intendere,
intentionality can be though of as the property of aiming in a particular direc-
tion or being about something. In this sense, natural languages and symbolic
systems can also be said to have intentionality. The notion of intentionality
comes with a series of questions that are actually of ancient origin5. However,
it is with the phenomenological tradition of Brentano, Husserl, etc. that the
”problem of intentionality” became a central object of philosophical enquiry.
The problem usually takes either of the two following forms:

• Ontological. In this sense, the problem is that of determining the exact
nature of intentional objects and whether these differ in substantial ways
from ordinary objects.

4The main sources for this section, apart from the SEP, are (Jaszczolt [1999], Ch.3) and
(Aucouturier [2012]).

5Even though Aristotle does not explicitly discuss, nor has a theory of intentionality, his
conception of the soul has some important bearings on this issue. Ref. in particular to the
treatise On the soul, available here: http://classics.mit.edu/Aristotle/soul.html
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• Phenomenological. The problem is to understand the nature of intentional
states, that is, what is it for an intentional agent to be intentionally related
to an intentional object.

Brentano thought that objects of intentional states such as belief, desire,
love, fear, etc. have a special ontological status, which he called intentional
inexistence. Prima facie, this means, for instance, that we can think of Pegasus
without the need for it to actually exists, we can be scared of vampires even
though there is no such thing, we can see an oasis in the desert while our senses
are being tricked. Thus, intentional states don’t always have a grip on reality.
But Brentano meant more than this. He argued that intentional objects are,
so to say, ”in the mind”6. This claim brought him to the famous thesis that
intentionality is ”the mark of the mental”: intentionality ”is characteristic ex-
clusively of mental phenomena. No physical phenomenon manifests anything
like it.” (Brentano [1995] p.68)

Husserl, the founder of phenomenology and former Brentano’s disciple, moved
the focus from the ontology of intentional objects to intentionality itself. In par-
ticular, he saw it as a kind of mediation whereby ”the subjective psychological
act, through which [we] grasp reality, can alter [our] relation to the objects in the
world” (Aucouturier [2012] p.21; my translation). Intentionality is often thought
of as a relation linking reality on the one side and the mind/consciousness - i.e.
the intentional agent - on the other. For Husserl and successive philosophers,
such as Searle, the intentional relation is what makes reality meaningful to
us. According to Husserl, there is an objective part in our subjective conscious
experiences, which he calls the noema. Crucially, the noematic component of ex-
perience is an intentional object, that is, it is always a content7. Thus, following
a well-known slogan, one could say that consciousness is always consciousness
of something8, it is always intentional.

To put it simply, intentionality would be the mark of the mental according
to Brentano, while it would be the essence of conscious experience for Husserl.
Both theses can be questioned. On the one hand, not all conscious mental states
are intentional. For instance, Searle [1983] cites cases of mental states, such as
anxiety, which are not clearly directed to any intentional object in particular9.

6”Every intentional act ’includes something as an object within itself’. ’Inexistence’ ex-
presses the idea that the object on which the mind is directed exists in the mental act itself.”
(Crane [1998] p.233).

7”Meaning is contained in the noema, the objective content of consciousness. The noema
is an intentional object, the content of an act, it functions as the meaning or sense. In virtue
of this content an act achieves an intentional relation to an object. In other words, an act is
directed toward a [real] object through a mediator called noema.” (Jaszczolt [1999] p.89).

8Ref. to Husserl [1913] Chapter 2; for instance §36: ”Universally it belongs to the essence
of every actional cogito to be consciousness of something.”.

9”Some, not all, mental states and events have Intentionality. Beliefs, fears, hopes and
desires are Intentional; but there are forms of nervousness, elation and undirected anxiety
that are not Intentional [...] My beliefs and desires must always be about something. But my
nervousness and undirected anxiety need not in that way be about anything.” (p.1).
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To these we could also add moods, emotions and the like, which do not seem to
be necessarily intentional. On the other hand, not all intentional mental states
are conscious; see for example unconscious beliefs or desires (Jaszczolt [1999]
p.91). Finally, not only (conscious) mental states are intentional. Language can
also be said to have intentionality in the broad sense of being about or directed
to something10.

3.2 Intentions in language use

In philosophy of language, ”the problem of intentionality is posed in terms
of the speaker’s intention or ’will to say’: the aim is to determine the role
of the speaker’s intention to signify in determining the meaning [...] of his
utterance.” (Aucouturier [2012] p.34). But how do we get from the notion
of intentionality in phenomenology to the notion of intention in philosophy of
language? The bridge is made through the notion of action. As Anscombe has
shown - notoriously in Intention (Anscombe [1957]) - there is a strong parallel
between the notion of action and that of intention. Despite the differentiation
operated in medieval and modern times, the cognitive notion of intention in
philosophy of mind - that is, intention as mental state - and the practical notion
of intention in philosophy of action - intention as envisaged goal - are linked both
etymologically and conceptually, as shown, among others, in (Solère [2007]).
While in cases such that of perception the mind is directed to some intentional
object, in action it is our will or desire that is directed to the accomplishment
of some intentional goal11. Broadly speaking, we could think of communication
as the action of signifying. Then, intentionality of language can be seen as the
characteristic proper to our linguistic habits of being understood in terms of
intentions. Intentionality is not ”the mark of the mental” but the way in which
we understand several kinds of human behaviour - and in particular linguistic
behaviour - as meaningful12.

3.2.1 Communicative intention (CI) in pragmatics

The notion of speaker’s communicative intention is central especially in Gricean
pragmatics, but also Speech Act Theory and Relevance Theory. In his seminal
paperMeaning (Grice [1957]), Grice first distinguishes between two senses of the
word ”meaning”: there is, he argues, natural and non-natural meaning13. It is
the non-natural meaning that plays a decisive role in our linguistic exchanges. In

10Cf. the referential function of language according to Jakobson.
11”Generally speaking, then, intentio refers to the idea of ”directing towards” (intendere),

with tension and effort. And this can be understood [...] as either desire and action, or
intellect.” (p.72).

12”Intentionality is then a semantic feature that can be grasped from the outside, in the
grammar of our language (i.e. in usages that explicitly or implicitly call for the notion of
intention), a feature that characterises certain human activities (such as action, perception,
etc.).” (Aucouturier [2012] p.76).

13Contrast, for instance, the sentences ”Those spots mean (meant) measles.” with ”Those
three rings on the bell (of the bus) mean that the ’bus is full.’” (p.377).
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Grice’s characterization of non-natural meaning (p.385), one can identify three
sub-intentions. When they want to mean non-naturally something, the speaker
intends that:

1. Their utterance produces some effect in the hearer14,

2. The hearer recognizes intention 1., and

3. Intention 1. is fulfilled - at least partly - by its recognition.

Communicative intention (CI) can be defined through Grice’s notion of non-
natural meaning. To say that an utterance is made with a communicative inten-
tion is to say that some speaker means non-naturally something by it. Recanati
[1986] suggests to call Gricean communication any communicative behaviour
that can be explained resorting to communicative intention, that is, following
the scheme above. In this sense, linguistic communication becomes a special
case of Gricean communication, which is thus not restricted to conventional
linguistic means (p.213,214). Gibbs [1999] draws a distinction between com-
municative and expressive intentions (p.53). While communicative intention
is satisfied by being recognized - or, minimally, its satisfaction depends on its
recognition - expressive intentions are not15. For instance, a craftsperson may
produce a chair with the intention for its users to judge it beautiful. However,
the recognition of such intention does not entail - not even partly - its fulfilment.
The craftsperson’s intention is thus expressive and not communicative.

3.2.2 Putting CI into a wider picture

Austin famously showed that when we utter any sentence, we are actually per-
forming three actions at once (Austin [1962]). First, there is the bare fact of
engaging in meaningful communication (locutionary act). Second, in uttering
a sentence the producer is doing something quite specific with their words -
describing a state of affairs, but also giving a command, promising, reassuring
and so on. This is the illocutionary act. Finally, there are the effects that the
utterance has on the receiver (perlocutionary act). With this terminology from
Speech Act Theory, we can now say that in Grice’s definition of communicative
intention the first sub-intention is a perlocutionary intention: it is the intention
to directly obtain a perlocutionary effect16.

The literature distinguishes several other types of intentions - see e.g. (Haugh
and Jaszczolt [2012], Ch.5). Searle introduced a seminal distinction between

14For example, the formation of a belief if the utterance is an assertion, an action or intention
to act if it is a command, etc.

15Note, however, that this ”Neo-Gricean” claim cannot be ascribed to Grice himself (Reca-
nati [1986] pp.214,215). As we have seen, in Grice’s original definition just the recognition of
sub-intention 1. needs to be a condition for its fulfilment - and not for the fulfilment of the
communicative intention.

16”A perlocutionary intention is thus the intention that one’s communicative act produce a
given perlocutionary effect.” (Recanati [1986] p.216). Following Austin [1962], perlocutionary
effects are defined as ”the empirical effects or consequences of a communicative act” (Ibid.).
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Prior Intention and Intention in Action (Searle [1983]). While prior intentions
can be assimilated to the goals that the agents aim to accomplish before act-
ing, intentions in action direct the agents’ doings while they are taking place
(Ciaramidaro et al. [2007] p.3106). Subsequent research suggests some varia-
tion even within prior intentions (Jacobs and Kinder [2017]). From a temporal
dimension, there is a difference between proximal intentions on the one hand
and prospective intentions on the other. As the names suggest, prospective in-
tentions represent goals to be fulfilled in the future, while the goals of proximal
intentions are closer to the time of the utterance. We can further distinguish in-
tentions based on the kind of social interaction they require. Private intentions
”involve the representation of a private goal”, which is defined as ”one involving
only the actor satisfying that particular goal” (Ciaramidaro et al. [2007] p.3106).
Social intentions, instead, involve the representation of a social goal17.
There is some work at the cross-roads of cognitive science and neuroscience
aimed at providing empirical support for the distinctions just sketched. Using a
neuroimaging paradigm, Ciaramidaro et al. [2007] investigated the neural sys-
tem underlying the Theory of Mind, i.e. ”the human capacity to explain and
predict other people’s intentions” (p.3105). They found out that different areas
are activated while processing different kinds of intentions. In their experiment,
they contrasted private intentions, prospective social intentions and proximal
social intentions - communicative intention being, according to the authors, an
example of the latter category. Overall, results show a significant increase in
the activation of different areas for more complex intentions18.

3.2.3 Intentions in the head

Within the standard pragmatic framework, intentions are conceived as pre-
discoursive individual mental states. One of the limitations of this approach is
that it cannot account for cases where the utterer might not have all the possible
meanings, neither all the possible effects of their utterance, known in advance.
Interpretations and goals can be the result of discoursive interaction19. For this
reason, within Relevance Theory (Sperber and Wilson [1986]) a distinction is
made between implicatures à la Grice on the one hand - already envisaged by
the utterer - and implications on the other. Implications account for all those
expansions of the intended meaning that the utterer ”did not specifically have
in mind when they originally framed the utterances” (Gibbs [1999] p.59). While

17”We define a social goal as the goal of an actor (A) that implies at least one other person
(B), who is a necessary element for satisfying that goal.” (Ibid.).

18In more details, the representation of private intentions required activation of only the
precuneus and the right TPJ (temporo-parietal junctions), prospective social intentions re-
cruited the right TPJ, the precuneus and the aPCC (anterior Paracingulate Cortex) and
finally communicative intentions required the right TPJ, the left TPJ the precuneus and the
aPCC (p.3109).

19”Intentional meanings are not fully defined complete entities before they get from the
speaker’s mind to her mouth. Rather, once they material[ize] into utterances they enter
a process of negotiation of meaning where the interlocutor’s response plays a crucial role.”
(Gibbs [1999] p.62; citing Dascal, [1997]).
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implicatures are part of the utterer’s communicative intention, who then expects
the receiver to work them out, implications are worked out on the receiver’s ini-
tiative.
Apart from the problem of under-determination of the utterer’s intentions, prag-
maticians need also to face the problem of non-accessibility or opacity of inten-
tions (Gibbs’ second challenge from Chapter 2). The problem is to determine
which intentions the producer has before their utterance is uttered. In cases
of willing and conscious production, intentions are easily accessible - as long as
there are no reasons to suspect the utterer’s honesty. However, intentional states
are not necessarily open to conscious scrutiny and sometimes people’s reports
about their intention for acting and speaking as they do might be wrong (p.89).
As a consequence, it is often not sufficient to ask speakers about their intentions.

All these considerations motivate a change in our conception of intentions.
We should leave behind a notion of intention as mental state, whereof the speak-
ers might be aware or not. Adopting the receiver’s point of view, instead,
intentions can be seen as properties attributed to linguistic acts. They are
hermeneutic tools for making sense of our behaviour and interpreting that of
others. In the next section, I work out this idea in more detail.

3.3 Perceived intentions

3.3.1 De-psychologizing intentions

Recall Wittgenstein’s famous “beetle in a box” argument from the Philosophical
Investigations. With relation to sense words, Wittgenstein rejects the so-called
picture-theory of meaning the he had previously contributed to elaborate in
his Tractatus. Consider a word like “pain”. Wittgenstein asks what its referent
would be. Perhaps some mental state? If that is so, how can we identify “pains”
from different people, since we don’t have access to other people’s mental states
- nor, possibly, our own? Wittgenstein’s conclusion is that the object of refer-
ence is not relevant in determining the meaning of sense words, as long as there
are shared rules for their use20.

Inspired by this idea, I am inclined to think that we don’t need to look into
people’s heads for their choices of words to be meaningful. The attribution of in-
tentions can just be part of the grammar (viz. rules of use) of figurative language
in general, and of metaphors in particular. A similar ”grammatical approach”
was defended by Anscombe, a former student of Wittgenstein’s, in relation to
action (Anscombe [1957]) and to sensation (Anscombe [1965]). Anscombe links
intentionality to our general practice of asking and providing reasons for acting.
An action is intentional whenever asking the question ”why?” is appropriate21.

20As he puts it: “if we construe the grammar of the expression of sensation on the model
of “object and designation” the objects drops out of consideration as irrelevant.” (PI §293)

21”[Intentional actions are those] to which a certain sense of the question ‘Why?’ is given
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In this sense, one cannot meaningfully ask why a dishwasher, say, stopped to
work. The malfunctioning of a dishwasher is not intentional, though there might
be material causes for it. On the contrary, one can ask their son why they did
not wash the dishes and one can and in fact expects them to provide convincing
reasons for this. The action of not doing the dishes is intentional.
Reasons for acting can be of different sorts, but they typically take the form of
envisaged purposes: ”Why are you doing A?” - ”Because I want to do B later”.
A clear connection can be made with the notion of perlocutionary intention
that I have introduced above. Indeed, to obtain a certain effect on the receiver
might be a reason for acting - and speaking - so and so. Interestingly, one can
fail to recognize their own actions as intentional under certain true descriptions
of them22. Intentionality is thus better understood in terms of attribution; be
it self-attribution or attribution by others. Crucially, the intention behind an
action depends on the observer’s point of view and their available descriptions
of the action being performed.

3.3.2 Intention attribution

Following this Wittgensteinian approach, I consider intentionality not as an on-
tological feature of mental states, but as a matter of attribution23. As Gibbs
highlights, the attribution of intentions is a necessary element for understanding
human (linguistic) behaviour as meaningful (Gibbs [1999] p.71). Actually, this
is not restricted to human behaviour but is also a condition for the experience of
meaning in non-human behaviour and artifacts (pp.75,76). One could define the
intention of an artifact as the goal that the artifact is best suited to accomplish.
Importantly, the evaluation of best-suited goals oftentimes depends on the ob-
server, without being entirely subjective either. Let me make an example. A
hammer is particularly suited to be used as tool in construction, thus it is often
used for that. Best-suited goals are correlated with a bias in use24. This does
not mean that a hammer cannot be used for other purposes - as an ornament,
for instance. However, using a vase with flowers as a welding tool is clearly not
a good idea. Despite the possibility of different uses, a hammer is better suited
for construction purposes - as, arguably, a vase with flowers is better suited for
ornamental purposes.
Language as a whole could be seen as a communicative artifact (p.53). Hence, a
condition for the understanding of language - and in particular of metaphorical

application. [...] the answer, if positive, gives a reason for acting.” (Anscombe [1957] p.9).
22For instance, imagine that you took a pen from the table with the intention of writing

some notes. Your action of taking the pen is intentional. It turns out that the pen you are
using is Smith’s pen, albeit you didn’t know it. Someone sees you and asks why you are using
his pen. Though this is a true description of your action, you wouldn’t recognize it as your
action. After all, your intention was not to use Smith’s pen! (Anscombe [1965] p.56).

23”Intentionality is a social judgment, not an objective fact about the world.” (Gibbs [1999]
p.22; citing Malle& Knobe [1997]).

24Note that this is a hypothesis for empirical verification. For my purposes, it entails that
the categories in the taxonomy show a bias in use since in those cases a metaphor is better-
suited to accomplish a specific goal: the one the intention wants to fulfil.
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language - would be the attribution of intentions. Drawing from Anscombe, we
could say that intentions constitute reasons for speaking as we do.

3.3.3 Moments of understanding

At this point, an interesting question is whether we actually perceive intentions
in our everyday linguistic activity, or the attribution of intentions is just an
”artificial” hermeneutic tool. Gibbs [1994] distinguishes between process and
products of linguistic understanding and between four temporal moments of
linguistic understanding (pp. 115,116):

• Comprehension,

• Recognition,

• Interpretation, and

• Appreciation.

At which level does intention attribution appear? A priori, the safe answer
would be at the level of interpretation25. However, perceived intentions might
also affect already comprehension. Indeed, Gibbs seems to think that inten-
tionality attribution is a necessary component of comprehension: intention is
cited in his definition of comprehension26 and some empirical evidence is gath-
ered from the already discussed paper (Gibbs et al. [1991]). It should be noted,
however, that the attribution of intentionality is restricted by Gibbs to the ut-
terer as an intentional agent and not to the artefacts that they produce (Gibbs
[1999] p.17). On the contrary, I suggest that intention attribution might be a
component of the ”grammar” of figurative language, as I have detailed before.

25That is, ”the analysis of the early products of comprehension” (Gibbs [1999] p.101).
26”[Comprehension] allows listeners/readers to figure out what an utterance means or a

speaker/author intends” (Gibbs [1994] p.116). See also a more explicit formulation in (Gibbs
[1999] p.99).
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Chapter 4

Metaphor and intention

In this chapter, I review previous studies linking metaphor and intentions and suggest
why these need to be improved.

4.1 Why do we use metaphors?

There is not a common notion of intention shared among all metaphor scholars.
For my purposes, it may be assumed that intentions are generally formalized
as discourse goals. Following the pragmatic tradition - and in contrast with my
grammatical approach - most researchers conceive of intentions as prior inten-
tions, that is, as representations in the utterer’s mind of their own goals.

A paper by Roberts and Kreuz [1994] explicitly attempts to build a taxon-
omy of intentions (viz. discourse goals) for most common forms of figurative
language (hyperbole, idiom, indirect request, irony, understatement, metaphor,
rhetorical question, and simile). The 19 categories comprising the taxonomy
were built as a result of the following experiment. After providing the partici-
pants with the definition and a set of positive examples for each figure of speech,
the researchers asked them to write down which reasons they think people may
have for using that figure. In the experiment, the participants (158 in total) were
evenly assigned to individual figures of speech. This caused a limitation in the
number of data collected in each condition. On average, around 64 (not neces-
sarily distinct) discourse goals were provided for each figure1 - e.g. for metaphor.
Another drawback of this study is that Roberts & Kreuz define metaphor as an
implicit comparison, partially in line with pragmatic approaches stemming from
Speech Act Theory (Searle [1979]). This design choice, along with the limited
selection of positive examples, might have caused a bias in the participants’
judgments, as acknowledged also by the authors (p.163). Moreover, it makes
it difficult to easily incorporate their findings within the framework of CMT,

1The number is obtained multiplying the mean number of unique goals generated per
subject (3.21) by the mean number of participants assigned to each condition (20) (p.160).
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which adopts, as we have seen, a notion of metaphor interpretation based on
conceptual mappings.

For all these reasons, an improved, metaphor-specific taxonomy is still needed.
As a matter of fact, there has been intensive works in the psycholinguistic and
philosophical traditions focusing on particular intentions/communicative goals
individually. These studies have been used, whenever possible, as empirical jus-
tification for some of the categories in my taxonomy. In what follows, I briefly
summarize the most relevant ones.

4.2 Previous work

• Lexical gaps. In the literature, there is first of all a distinction between
those metaphors that are related to specific intentions and those that are
just part of ordinary, everyday communication. The latter correspond to
the ”semantic/lexical gap” cases discussed in (Steen [2008])2 and to con-
ventionalized metaphors in (Cameron [2003]). For this class, the adoption
of a metaphoric expression cannot be dispensed with; in other words, it
is ”just the way to say it” (p.100). Crucially, conventionalized metaphors
might be related to the way our conceptual system is structured. Accord-
ing to CMT, some concepts such as LOVE are metaphorical in nature
(Lakoff and Johnson [1980] p.85). This means that the adoption of one
metaphor over a literal alternative might not be an available option at all.
The metaphoric mappings might be the only way of addressing a certain
conceptual domain. For example, spatial metaphors are customarily used
to conceptualize the more abstract domain of TIME. These metaphors in
thought result in various unavoidable metaphors in language, e.g. ”being
on time”.

• Persuasion. There is a vast literature investigating the persuasive na-
ture of metaphors used notably in political discourse: Lakoff and John-
son [1980] (Afterwards 2003), Musolff [2004], Boeynaems et al. [2017],
Brugman et al. [2017], etc. Studies typically adopt a discourse analysis
paradigm, a psycholinguistic one or both. Here below I summarize the
output of two meta-studies collecting evidence on the persuasive effect of
metaphors:

– (Sopory and Dillard [2002]) is a meta-analysis of 24 empirical stud-
ies3 investigating the relation between metaphor and persuasion. In
particular, the main hypothesis to be tested is whether metaphori-
cal messages are more persuasive than their literal equivalents. The
authors formulate 6 possible explanations of the relation between
metaphor and persuasion and evaluate the extent to which each

2In that paper, Steen connects highly conventional metaphors - and notably so-called dead
metaphors - to one of the basic functions of metaphor, namely the naming function (p.231).

3Actually a total of 41 studies were considered, but 17 were excluded.
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of these is empirically supported. Overall, they conclude that the
main hypothesis is supported with respect to attitude change by the
subject towards the Topic (p.404) and that the Superior Organiza-
tion4 view is the most likely explanation of the persuasive effect of
metaphors (p.410).

– (van Stee [2018]) is conceptually an updated version of Sopory and
Dillard’s work, taking into account 50 studies recently conducted
(2001-2015). In addition to verbal metaphors, also visual metaphors
are considered and data on behavioural intention, as well as atti-
tude change, are collected. Several theoretical explanations for the
persuasive effect of metaphors - in this case, seven - are evaluated
against the available empirical evidence. Van Steen concludes that
metaphorical messages exhibit statistically significant greater effect
on persuasion than their literal equivalents (van Stee [2018] p.553).
In particular, metaphors with a Target domain already familiar to the
audience tend to be more persuasive (p.560) and visual metaphors are
more persuasive than written ones (p.561). These findings support
explanations reliant on cognitive resources, in particular the Supe-
rior Organization view (as per Sopory and Dillard [2002]) and the
Resource Matching 5 view.

• Metaphors in argumentation. Within argumentation theory, traditional
accounts view metaphor as ornamental/presentational (Garssen) or as an
argumentation schema exclusively based on analogy (Perelman & Olbrechts-
Tyteca). This, however, does not account for all uses. Scholars have shown
that metaphor is not just ornamental but can actively contribute to the
effectiveness of different types of arguments. There is some qualitative
(van Poppel [2021], Wagemans [2016]) as well as quantitative evidence
(Beigman Klebanov and Flor [2013]) supporting this claim. In particu-
lar, Klebanov and Fior’s experiment with argumentative essays in English
showed moderate-to-strong correlation between metaphor density and es-
say scores, which keep track of the argumentative quality of the discourse.

• Affect. It is well recognized in the literature that affect is a crucial compo-
nent of many metaphors. In particular, metaphors can be used to express
strong, as well as very specific emotions. In the following, I gather some
evidence for both claims.

– Katz Fainsilber and Ortony [1987] highlight that frequency of metaphors
and metaphor ”originality” correlate with the intensity of the ex-
pressed emotion6. They conclude that metaphors are used with pref-

4”The superior organization view [...] proposes that a metaphor helps to structure and
organize the arguments of a message better than literal language.” (p.387).

5”The resource matching explanation [...] proposes that metaphor will be more persuasive
than literal language when there is a match between the cognitive resources available to a
person and the cognitive resources required to process the metaphorical message.” (p.547).

6”More intense (and presumably, therefore, more vivid) emotional states not only generated
more metaphors, but also resulted in richer and more vivid metaphors.” (p.248).
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erence when expressing strong emotional states. More recent empir-
ical studies are cited by Piccirilli and Schulte Im Walde [2022], who
claim that overall ”metaphorical language [has] been found to carry
a stronger emotional load than literal language” (p.299). There is
also some data-driven evidence for the vividness of metaphors used
to express emotions. For instance, Mohammad et al. [2016] tested
whether (1) metaphoric uses convey more emotion than their lit-
eral paraphrases and (2) the metaphorical sense of a word - in their
study, verbs - conveys more emotion than its basic sense7. The re-
sults of their experiments support both predictions and suggest, in
addition, that the affective component is not just transferred from
the SOURCE to the TARGET but could actually arise from the in-
teraction of the two conceptual domains (p.24).

– Fussell and Moss [1998] investigate in more detail the relationship
between emotions and metaphor. They first highlight a general lim-
itation of previous studies, namely their reliance on producers’ in-
trospection. Fussell and Moss’ concern is that if we base solely on
autobiographical reports, there is no objective way to differentiate
the emotion that was actually felt by the subjects and the one that is
described through metaphoric language8. To address this challenge,
they work on responses to movie clips, which are taken to be ob-
jective stimuli correlated to specific emotions - in particular, depres-
sion/sadness (p.12). In their experiments, participants were asked
to describe the content of such video clips. From their findings, the
authors conclude that metaphors help to differentiate specific, sub-
jective nuances of sadness. Thus, metaphoric language seems to play
a role not only in the expression and differentiation of intense emo-
tional states, but also in the expression of precise, highly subjective
ones.

• Prediction. In her influential bookModels and Analogies in Science (Hesse
[1966]), Hesse argues that a crucial function of metaphorical models is that
of facilitating prediction through analogical transfer. After distinguishing
among negative, positive and neutral analogies (p.8), she claims that new
knowledge is created as neutral analogies are proved positive or negative
through experiments. For instance, if we conceptualize the dynamics of
gases through the billiard balls metaphor, we are thinking of gas molecules
as billiard balls. The application of the metaphor has important conse-
quences, that can be successively tested and lead to a general improvement
in our understanding of gases. Thus, far from being the nightmare of sci-
entific discourse, metaphorical mechanisms are central to the development

7For the distinction between contextual and basic sense, ref. to Chapter 2 in this thesis.
8As they put it: ”several key questions with respect to a social-psycholinguistic theory of

figurative language use cannot be adequately addressed without using a research paradigm in
which the emotions being expressed can be measured independent of the language produced
to describe them.” (p.10).
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of science.
Beger and Jäkel [2015] refer to the predictive potential of metaphors, as
originally described in Hesse’s work, as their heuristic function9.

• Didactic metaphors. Many researchers have studied the didactic potential
of metaphors. The book Metaphor in Educational Discourse (Cameron
[2003]), for instance, is a thorough investigation of metaphor use in actual
classroom activity. Cameron conducted two studies: the first examined
the use of metaphor in discourse from a classroom10, while the second
explored children’s understanding of metaphors in text. One of her general
conclusions is that ”different types of teaching action make differential use
of metaphor.” (p.120). In particular, the primary function of metaphors
in Explication teaching sequences11, is ideational - cf. with affective use:
”teachers used deliberate metaphor mainly to explain concepts” (p.101).
Beger and Jäkel [2015] investigate what they dubbed the didactic function
of metaphors. In addition to the heuristic function recognized by Hesse
(see above), they show how metaphoric expressions are used to facilitate
understanding during lectures12. Their analyses provide evidence that
there is systematic exploitation of Hesse’s ”explanatory function” (Hesse
[1966] pp.157-177) for didactic purposes (Beger and Jäkel [2015] p.107).
Further empirical evidence for the didactic intention behind metaphors
comes from the study by Roberts and Kreuz [1994]. In their experiment,
the main function attributed by language users to metaphor is in fact ”to
clarify” (p.161).

• Humour. There is partly empirical evidence for the entertaining poten-
tial of metaphors in (Roberts and Kreuz [1994]) since the second function
attributed to metaphors is ”to add interest”. However, in the study no
subject selected the explicit function ”to be humorous” for metaphor -
but the results could be biased by the experimental setup. The Resolvable
Incongruity view with regards to humor and humorous metaphors (Oring
[2003]; Dynel [2009]; Attardo [2015]) provides a list of mechanisms that
could trigger the humoristic effect of metaphor or at lest that would make
the hearer perceive the metaphor as a humoristic one13. These studies
generally consist in qualitative discourse analysis and are not supported

9Note that in Hesse, however, the term ”heuristic” is used with a quite negative connotation
meaning ”subjective/psychological/mnemonic aid” (Hesse [1966] p.175). This function of
models is acknowledged both by the Campbellian and the Duhemist (pp.25,36). Their bone
of contention is rather the alleged need of models for scientific theories and the predictive
nature of such models.

10A primary school in the UK with a total of 15 children aged between 9 and 11.
11Note that, in her taxonomy, the Explanation sequence type comprises both Explication

and Exemplification (p.80). Cameron focuses more on Explication because a higher density
of metaphors were found there (p.130).

12In particular, the authors analyse 27 lectures filmed at a US-American college in the
following subjects: biology, chemistry, psychology, and philosophy.

13Given my approach to intention as a matter of attribution, I am particularly interested
in the latter case - see also (Attardo [2015] p.99).
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empirically - at least to my knowledge.
In the educational setting studied by Cameron, humoristic intentions are
exemplified primarily in peer talk sequences: ”students used deliberate
metaphors in more playful discourse, mostly between themselves” (Cameron
[2003], p.101). This is linked to the sense of belonging to a group (p.111):
only members of the group can get certain jokes and getting the joke
strengthens the closeness between peers.

• Intimacy. The social dimension of metaphor has been studied to some ex-
tent in the literature. The pivotal text is Cohen’s paper Metaphor and the
Cultivation of Intimacy (Cohen [1978]). The author claims that the point
of a metaphor is - among others - to achieve intimacy : a metaphor has
the potential for bringing closer its maker and appreciator(s). In realizing
that an expression is used metaphorically, and in figuring out what the
metaphor means, the receiver typically relies on assumptions about the
speaker, who, in turn, is aware of this. The sense of community originat-
ing from this communicative transaction results both from the awareness
that the transaction was successful - that is, the metaphor was intended
by the maker and correctly understood by the receiver - but also from
the awareness that this might not work out with any receiver14. Thus,
successful makers and receivers become ”intimate pairs”.
Gerrig and Gibbs [1988] link the creation of intimacy to the ability to
produce and understand creative language in general, and metaphoric
language in particular15. They also stress the fact, already anticipated
by Cohen, that intimacy has its ”dark side”: it ”can serve as an agent of
exclusion.” (p.8).
Finally, in a more recent work, Goatly identifies the Cultivation of inti-
macy as one communicative function of metaphors (Goatly [1997] p.160).
The fact that shared Grounds are needed for a correct interpretation cre-
ates a sense of community among author and comprehenders16.

14”All literal use of language is accessible to all whose language it is. But a figurative
use can be accessible to all but those who share information about one another’s knowledge,
beliefs, intentions, and attitudes.” (p.9).

15Creative language is defined as ”any utterance, phrase, or word whose meaning varies with
the context in which it is produced in a way that could not be predicted from the lexicalized
meanings of its component words.” (p.2).

16”Because the understanding of metaphors depends on shared Grounds, metaphor can
become a means of activating the assumptions shared between only two people, or a small
group. [...] This creates a sense of community. It also excludes those who are unable to
penetrate the speaker’s mind and access relevant matching information in their own.” (Ibid.)
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Chapter 5

The taxonomy

This chapter is devoted to the presentation of a unified taxonomy of intentions behind
metaphor use. After some preliminary remarks, I discuss each intention category in
turn. I provide the definition of the category, some paradigmatic examples and rela-
tions to previous work.

Overview of the taxonomic categories:

1. Lexicalized metaphor

2. Persuasiveness

3. Argumentative metaphor

4. Vividness

5. Precision

6. Artistic metaphor

7. Imageability

8. Explanation

9. Heuristic reasoning

10. Humour

11. Social interaction
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5.1 Building the taxonomy

5.1.1 Defining alternatives

The general question that we want to address is: why was a particular metaphor
preferred in a given context? The answer that I have advanced is roughly the
following: because the metaphor is instrumental to some discourse goals, which
are determined via intention attribution. No matter how these intentions are
conceived, they always presuppose some notion of alternative. Intentions allow
us to make sense of why one among several alternatives was chosen, consciously
or not - the latter being the most common case. In order to answer the question
of why a metaphor was used, one has to imagine that the metaphor could have
been avoided with preservation of some important ”meaning component” of the
utterance. For instance, if we wanted to answer the question of why did someone
say ”I’m boiling!” instead of ”I’m very warm!”, it must be that the two sen-
tences stand as alternatives in some important respect, but not in all respects.
I propose to consider the propositional content1 of the utterance as that char-
acteristic which allows to identify, at least in most cases, proper alternatives. In
general, what counts as utterance meaning in use has other components than
the sentence meaning or cognitive content alone (Lycan [2000] p.181): there
is the speaker’s meaning, the illocutionary and perlocutionary act, the affect
expressed, the propositional attitude, etc. It is within these components of
meaning that we may hope to find discriminative clues for the adoption of one
alternative over the others.

In relation to my own proposal, I motivate each category referring to prior
intentions as they are perceived by the receiver, i.e. discourse goals that the
metaphor is supposed to accomplish. In turn, discourse goals are restricted to
those effects that are intended to be obtained on the receiver. Thus, my focus
is first and foremost on the perlocutionary component of utterances.

5.1.2 Desiderata and approach to compiling the taxonomy

As I have highlighted at the end of the previous chapter, the literature relating
metaphor and intention is rich but generally quite fragmented. With some
exceptions2, scholars tend to focus only on isolated intentions. Hence, the task
of systematising the existing work and incorporating it into a coherent theory
of intention is worth pursuing. The novelty of my approach is twofold:

1That is, the proposition that is expressed by the sentence, the thought in Fregean termi-
nology.

2For instance, Goatly [1997] (Chapter 5) lists 13 common functions of metaphors. Note,
however, two major differences with the present proposal. First, the author refers to functions
of metaphors, without explicitly specifying what is meant by function. It would seem to me
that the notion goes in the direction of a ”naturalized intention”. More details, however, are
needed. Second, Goatly relies on an improved version of Relevance Theory equipped with
”purposes” for the interpretation of metaphors, and not on CMT. Thus, he is not primary
interested in providing cognitive evidence in support of the functions that he discusses.
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1. I conceptualize intentions as perceived discourse goals. I thus ”de-psychologize”
intentions and adopt the receiver perspective on their analysis.

2. I systematize the diverse intentions customarily attributed to metaphors.
A unified taxonomy is now available for further testing and improvement.

In order to compile my own taxonomy, I first familiarized with existing
literature from psychological as well as philosophical and linguistic perspectives.
After completing the literature review, I sketched a tentative proposal for the
taxonomy. Then, I had an informal look at the VUAMC dataset. In this way, I
had the chance to preliminarily test my taxonomy and already incorporate some
initial adjustments. In particular, I checked that each category in the taxonomy
was represented in the corpus and, conversely, that there was no instance in the
corpus that would not fall into any category in my taxonomy. This led me to
successive improvements of the taxonomy and the process eventually stabilized.
The output taxonomy is hence the result of an iterative exchange with real
linguistic data.

5.2 The taxonomic categories

I turn at last to the discussion of the taxonomy. Each subsection focuses on
one intention category individually. For each intention, I point out how it is
related to previous work and, in case the intention is novel, I try to motivate its
introduction.

5.2.1 Lexicalized metaphor

Metaphors that are labelled as Lexicalized metaphor are associated to a plain
communicative intention. The utterance is judged as having no other intention
than to convey its propositional message straight. In Cameron’s words, the
metaphoric expression is ”just the way to say it” (Cameron [2003]), that is, it
is just the most conventional way of talking about the Topic. For lexicalized
metaphors, the question of why was a metaphor preferred does not arise in inter-
pretation. In other words, this category in the taxonomy does not differentiate
between literal and metaphorical usages3. Here below I focus on two recurring
subclasses of lexicalized metaphors.

The language of emotions

Emotions are complex and rather abstract concepts. Thus, speakers often rely
on metaphorical language to talk about emotions in more concrete terms.

I fell in love

3Note that Steen [2017] hypothesises that highly conventionalized metaphors are probably
understood by lexical disambiguation, just as polysemous words (p.9). In contrast, deliberate
metaphors are ”actively” interpreted as cross-domain mappings. See (Gibbs [2015]) for a
critical reply to this claim.
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Warm feelings (Katz Fainsilber and Ortony [1987])

In the already cited paper by Katz Fainsilber and Ortony [1987], the authors
observe how the language we use to talk about emotions is highly metaphorical.
As a matter of fact, metaphors often constitute the way to talk about the
Topic, since there is no conventional literal way to do so. We can explain this
suggesting that emotions might be metaphoric concepts - that is, concepts that
are understood through metaphoric mappings - in line with CMT.

Technical Language

The language we use to talk about some activities has often its own jargon, com-
mon expressions, etc. This is true for academic domains such a mathematics,
physics and the like, but also for non-academic domains like sports or hobbies.
Consider the following examples form the VUAMC:

The vector potential is as useful as its scalar counterpart

Summer bedding is looking tired

In all these cases, there is no other intention behind the utterance than com-
munication. Some other intentions - for instance, Heuristic reasoning (see be-
low) - might have played a role in the historical development of these metaphoric
expressions. However, in their current, most conventional use, they simply des-
ignate certain activity-related referents.

5.2.2 Persuasiveness

Using a metaphor to refer to the Topic, the author can give it a non-neutral
connotation. This connotation is often not motivated on explicit grounds. The
intention is for the audience to adopt the utterer’s positive or negative attitude
towards the Topic.

The islamic wave4

this slender and anaemic first novel by a notable poet (Steen [2010])

As already stressed by Lakoff and Johnson [1980] (p.10) metaphors gener-
ally highlight some aspects of the Topic, while at the same time hide others.
This process of highlighting and hiding causes a framing effect on the receiver,
whereby the Topic is seen, as it were, through the lenses of the metaphor. The
availability of several experiments and even of meta-studies (Sopory and Dillard
[2002], van Stee [2018]) makes the Persuasiveness category the most supported
empirically. One interesting aspect of Sopory and Dillard’s study is their analy-
sis of the optimal conditions for the persuasive effect (Sopory and Dillard [2002]
p.413). In particular, the position of the metaphor in the discourse fragment

4The New York Times Magazine, May 31, 1992, Miller, J.
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seems to influence its effectiveness. Interestingly, the position in the discourse
marks a difference, for instance, in the use of metaphoric expressions with per-
suasive vs explanatory intention - the Explanation category is discussed below.
While the framing effect is stronger if the metaphor is placed at the begin-
ning of the discourse (Sopory and Dillard [2002] p.413), in didactic settings the
metaphor more likely follows an explanation. In this way, initial misunderstand-
ings due to a wrongly applied frame are avoided (Cameron [2003] p.118).

The study of the relationship between metaphor and persuasion offers food
for though about deliberateness, consciousness and intentionality. It is widely
accepted that there is potential asymmetry in production vs reception of metaphors
(Steen [2008] p.226; Steen [2011] p.42). Not everything that is produced as (de-
liberate) metaphor is understood as such. Especially with regards to persuasion,
a better effect might be obtained if the persuasive intention of a metaphor is not
recognized by the audience. On the other hand, that is, from the point of view
of the producer, the metaphoric expression can be consciously selected - e.g. in
the case of a political speech - or it can be the result of unconscious biases.

5.2.3 Argumentative metaphor

These metaphors are part of explicit arguments intended by the author to con-
vince the audience of a certain claim. The intention is to support the argument,
to make it more compelling for the addressee.

The effect is rather like an extended advertisement for Marlboro Lights (Steen
[2010])

I propose that, in the context of argumentation, intentions behind metaphors
can be analysed in terms of the role they play in the development of the dis-
course. Wagemans [2016] distinguishes two main manifestations of metaphors
in argumentation: as (part of) a standpoint or as (part of) an argument. van
Poppel [2021] specifies also another discourse move, namely the introduction of
starting points for an argument. Here below I focus on two intentions, corre-
sponding to two types of discourse move.

Assertive (standpoint/starting point)

The intention is to make an effective statement, either as a standpoint or as a
starting point (premise) for an argument:

The organism can be compared to a keyboard (Wagemans [2016])

Following Beigman Klebanov and Flor [2013], argumentative metaphors of
the Assertive type can be used with two main purposes. First, they can structure
the discourse. These organizational metaphors are generally creative metaphors
that strike the audience and organize their associated examples and ideas around
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them. This type of metaphor is most likely used when a participant to an argu-
mentative discourse advances their standpoint. On the other hand, grounding
metaphors are conventional metaphors that have a grip on the socio-cultural ba-
sis. Adopting a grounding metaphor, a starting point open to further discussion
becomes acceptable for both participants.5

Supportive (part of an argument)

The intention is to actively contribute to the flow of an argument:

Human beings are not responsible for their actions, because human beings are
machines6 (Wagemans [2016])

A successful argument increases the acceptability of a standpoint (in the
example, ”Human being are not responsible for their actions”), given the ac-
ceptability of the argument itself. Moving from a main premise (”Human beings
are machines”), a connection premise (”Being a machine is a sign of not being
responsible for your actions”) justifies the transfer of acceptability to the stand-
point (van Poppel [2021]). Arguments can be grounded on different kinds of
relations between components of each premise: causal, analogical, symptomatic,
etc. A metaphorical sentence can constitute either the connection premise (in
which case we have arguments of analogy) or the main premise (different types
of arguments are possible, e.g. arguments by sign - as in the example above).

5.2.4 Vividness

The intention is to express a certain feature of the Topic in an impressive way.
The metaphor often constitutes a hyperbolic expression intended to strike the
addressee for its intensity.

Jane was fuming with anger

There are few things worse than being bludgeoned into reading a book you
hate (Steen [2010])

Metaphors sometimes strike our attention, breaking the flow of conventional
discourse. This is particularly true when the affective component of an utterance
is the most important for the author. In the first example above, there are
several ways to express the same state of affairs, that is, the fact that Jane
was angry. However, the metaphoric expression is most likely picked when
the author intends to impress the receiver, to make them feel the seriousness
of Jane’s emotional state. Metaphorical language is in fact perceived as more

5However, note that van Poppel [2021] shows that combinations of conventional-standpoint
and novel-starting point are also possible.

6Contrast also with the (more conventional) opposite claim: ”Human beings are responsible
for their actions, because human beings are not machines”. An interesting remark is that
metaphorical interpretation is not blocked by negation. This is not the place, however, for
investigating further such phenomenon.
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emotionally loaded (Piccirilli and Schulte ImWalde [2022]) and as a consequence
it is preferred when intense emotions are at stake (Katz Fainsilber and Ortony
[1987]).

Swearing

A recurring case, worth of special attention, is that of swearing. The intention
is to express a strong, negative emotional state, to offend and the like7:

She’s going now and gonna leave me this old crap on the table! (Steen [2010])

This bloody footballer (Steen [2010])

Again, when someone is swearing, the most important meaning component
of the utterance is the affective one. Language is used, in other words, primar-
ily to express a strong, negative emotional state, to curse, to offend, etc. Thus,
it comes with no surprise that swearing frequently resorts to metaphorical ex-
pressions, which are more emotionally engaging. These expressions can show a
variable degree of conventionality.

5.2.5 Precision

The intention is to express a single, specific feature of the Topic. In most cases,
the author is recurring to figurative language to describe a peculiar emotion or
sensation that would lose its specificity if paraphrased literally.

It was like a very bright light was just shining outward (Katz Fainsilber and
Ortony [1987])

he felt the momentary touch of a cheek so soft that it was
like the fall of a petal (Steen [2010])

In some cases - though not in all cases - we feel that a metaphor cannot
be paraphrased because there are no other words to express what we want to
say. Nonetheless, we also feel that we know exactly what we want to say. In
the second sentence above, the author wants to express not just any kind of
softness. Many things can be soft and the touch, say, of a beloved person can
be compared to several amongst them. However, the utterer felt the beloved’s
cheek softness precisely in the way in which petals are soft. In accordance with
Ortony’s inexpressibility hypothesis8, metaphors like this are used to describe
the qualities of certain states that could not be expressed resorting to literal
language alone. As he puts it: ”whereof one cannot speak literally, thereof one
should speak metaphorically.” (Ortony [1975] p.49). The already cited paper by
Fussell and Moss [1998] provides empirical evidence for the ability of metaphors
to express precise, specific emotional states.

7For a typology of the main functions of swearing, see (Pinker [2007], Chapter 7).
8See (Ortony [1975]) or Chapter 2 in this thesis.
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5.2.6 Artistic metaphor

These metaphors are used to predicate at once a whole set of features of the
Topic. These features need not be all clearly determined in advance. Ultimately,
the intention is to stimulate the receiver’s creative interpretation.

”it is the east, and Juliet is the Sun” (Shakespeare [1993])

”Fermi’s mantle in physics had fallen on his young shoulders” (Steen [2010])

Some metaphors are not easily paraphrasable because they could be para-
phrased in a number of different, yet equally reasonable, ways. The ambiguity
of the metaphorical meaning can be inherit to the Topic of the metaphor or
it can be related to the set of features that the metaphor predicates of it. I
propose that a specific intention of metaphor use - especially in literature - is
the activation of several metaphoric mappings at once9. Here below I gather
some evidence supporting this idea.

Rasse et al. [2020] conducted two psycholinguistic studies10 in order to de-
termine (1) the extent to which conceptual metaphors are accessed in the inter-
pretation of poetic metaphors and (2) how the explicit reflection on conceptual
metaphors guides subjects towards appropriate interpretations. In their second
study, the authors observed that ”people can recruit more than one conceptual
metaphor when they encounter abstract topics” and that ”people thought about
the poem in different metaphorical ways.” (p.328).
Based on a corpus of 204 literary metaphors (Katz et al. [1988]), Jacobs and
Kinder [2017] conducted several computational experiments focusing in partic-
ular on metaphor comprehensibility (CMP), goodness (MGD), and number of
alternative interpretations (ALT). As part of their research goals, they wanted
to test a prediction of Neurocognitive Poetics, namely that ”in poetry ambiguous
metaphors produce higher aesthetic liking11” (Jacobs and Kinder [2017] p.146).
Their results confirmed the expectations: ”the more ambiguous a metaphor, the
higher its MGD rating.” (Ibid.)12.

9This idea is reminiscent of the thesis of metaphoric indeterminacy, which claims that
metaphors don’t come with a pre-determined correct interpretation. For instance, D.E. Cooper
holds that metaphors admit several interpretations, none of which can be demonstrated as
the only correct one (Cooper [1986] pp.71-77).

10They included 38 students, all English native speakers.
11Which is approximated, in their study, by the MGD ratings from (Katz et al. [1988]).
12A potential limitation of this study is that it is based on a corpus that contains only

copula metaphors. But these, as we have seen, do not seem to constitute the most common
cases in actual language use. For instance, in the VUAMC-Fiction - where we would expect
to find more Artistic metaphors - there are 890 metaphor-related nouns against 1407 verbs
and 1346 prepositions.
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5.2.7 Imageability

The intention is to help the addressee to form a metal image of the Topic, to get
an idea of how it looks like13. Evoking a more concrete and common domain,
the metaphoric expression boosts the audience’s capacity for imagination.

Outriggers splayed from her upperworks
like the antennae of some outlandish insect (Steen [2010])

This time the front door was open and a swathe of sunlight lay across the
red-tiled floor (Steen [2010])

In psycholinguistic literature, imageability is defined as the property of words
to easily evoke a mental image of their meaning (Broadwell et al. [2013] p.103)14.
Given the general working of metaphor as a mapping from the concrete to the
abstract, it comes with no surprise that metaphors often hinge on highly imag-
inable Vehicles. Thus, I propose that one intention behind metaphor use might
be to allow the formation of a mental image of the Topic, thanks to the high
imageability of the Vehicle.

Quite recently, Broadwell et al. [2013] have developed a prototype model
for automated metaphor identification partly based on imageability. In their
model, peaks in imageability constitute potential metaphors, which then need
to be succesively analysed and sometimes discarded. A key insight that mo-
tivates their approach is the belief that ”metaphors are used to express ideas
in a more concrete form.” (p.109). It should be noted that imageability and
concreteness - thought positively correlated (Paivio et al. [1968]) - might be
two distinct constructs, as suggested by Dellantonio et al. [2014]. Two recent
data-driven studies seem to support this claim. Gargett et al. [2014] investi-
gated the relationship between concreteness/imageability and syntactic context
using the VUAMC dataset. They employed the Mate tools dependency parser
(Bohnet [2010]) and incorporated concreteness/imageability ratings from the
MRC Psycholinguistic Database (Wilson and Division [1997]). Their models
for metaphorical vs literal prediction revealed that concreteness/imageability
scores alone couldn’t differentiate between non-literal and literal items. How-
ever, incorporating more detailed syntactic information made a difference. Noun
heads had higher concreteness scores, while preposition heads had higher im-
ageability scores compared to their dependents. In a subsequent study, Gargett
and Barnden [2015] introduced a ”weight” variable (w) to measure the difference
between concreteness and imageability ratings. They concluded that different
features played distinct roles across different POS. Nouns utilized concreteness,
imageability, and w, whereas combinations of imageability and w were more
prominent for verbs and prepositions.

13Note that, a priori, this is not restricted only to mental imagery (sight) but to all the five
senses of perception.

14Ref. to the seminal work by Paivio et al. [1968] for the original definition.
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As a final remark, I would stress the difference between the categories Im-
ageability and Precision/Artistic metaphor. While the latter fulfill a predicative
intention, i.e. they attribute a specific/certain properties to the Topic, the for-
mer focus primarily on mental visualisation. This can be instrumental not only
for descriptive purposes, but also to express commands. For example, Cameron
reports an instance of metaphor used during a physical education class. While
giving instructions to their pupils on how to perform a dance, the teacher said:
”you are spokes in a wheel” (Cameron [2003] p.3). In this way, bringing to the
discourse a Vehicle that is familiar and easily imageable for the childern, the
instructions are readily understood and followed by them.

5.2.8 Explanation

These metaphors are used for didactic purposes. The intention is to explain a
new or already familiar concept to the addressee. There is some asymmetry in
the discourse from specialists to non-specialists (e.g. from teacher to students).

The atmosphere is the blanket of gases that surrounds the earth (Cameron
[2003])

[the fight] incarnates the enveloping totalization which the historical process is
(Steen [2010])

The clarifying effect of metaphor has been recognized in the already cited
work by Roberts and Kreuz [1994]. Moreover, there is some empirical evidence
for the usefulness of certain (deliberate) metaphors in undergraduate lectures
(Beger and Jäkel [2015]). In general, I propose to distinguish two possible cases:

• Explanation of a new concept unfamiliar to the audience. Following CMT,
the explanation of the unknown from the known generally takes the form of
a grounding of the abstract in the concrete - see (Lakoff and Johnson [1980]
pp.58,61; Cameron [2003] p.131). Given the directionality of metaphor,
knowledge of the SOURCE domain is essential to successful explanation.

• Explanation of a concept already familiar to the audience. The aim in this
case is to improve the understanding of a concept which the addressee
has already been exposed to - to perform a move from spontaneous to
scientific concepts in Vygotskyan terms (Cameron [2003] p.32). For op-
timal interpretation, knowledge of the TARGET as well as the SOURCE
domain seems needed (p.195).

An interesting aspect of explanatory metaphors is that sometimes they might
cause more harm than good. Adopting metaphoric language comes with several
risks of blocking further understanding, as highlighted for instance in (Spiro
et al. [1989])15. Cameron lists several possible issues that may prevent the cog-
nitive role of metaphor (p.236). In particular, she insists that not only Vehicle

15For further references see (Cameron [2003] p.39; Low [2008] p.216).
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but also Topic knowledge is required for apt interpretation (p.234).

As a side-note, I would like to highlight that there could be also non-linguistic
mediums for explanatory metaphors: diagrams (e.g. in mathematical practice),
gestures (Gibbs [1994] pp.164-167), etc. All these can be accounted for within
the framework of CMT. If metaphors are primarily a matter of thought, they
can be observed in diverse human products, linguistic or otherwise.

5.2.9 Heuristic reasoning

The intention is to provide an interpretative model for a scientific theory, a
work of art, etc. The metaphoric expression is used to organize the addressee’s
conceptualization of the Topic, based on their prior knowledge about another
domain. The discourse generally remains among specialists.

A gas is like a collection of billiard balls in random motion16

It is her body as the canvas, her appearance as art (Steen [2010])

It is generally said that metaphor is a matter of seeing something as some-
thing else, that is, of interpreting things from a given perspective. In cognitive
terms, we map the SOURCE domain to get a hold on the TARGET. Thus, a
primary intention of metaphor, especially within academic contexts, is to pro-
vide an interpretation for the products of science, as illustrated by Hesse [1966]
in her seminal book.

As a matter of fact, metaphorical models are not restricted to the domain of
scientific enquiry. They are actually used as heuristic tools in various disciplines
such as philosophy and art. If, as Hesse contends, the primary function of
explanation is the metaphoric re-description of reality17, then metaphors play a
crucial role in any discipline intentionally connected - in the phenomenological
sense - to reality. Drawing form Goodman and Black, Ricœur talks of metaphors
as heuristic fictions. With regards to literary metaphors, he writes: ”a metaphor
is to poetic language what a model is to scientific language in terms of its relation
to reality. In scientific language, the model is essentially a heuristic instrument
which aims, by means of fiction, to break down an inadequate interpretation
and to pave the way for a new, more adequate interpretation.” (Ricœur [1975]
p.302).

16Adapted from (Hesse [1966], p.8): ”take a collection of billiard balls in random motion as
a model for a gas”.

17”The deductive model of explanation should be modified and supplemented by a view
of theoretical explanation as metaphoric redescription of the domain of the explanandum.”
(Hesse [1966] p.171).
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5.2.10 Humour

The intention is to entertain the addressee, to be funny18. Metaphoric lan-
guage is exploited for its divertive effects, which would go missing in literal
paraphrases.

I’m a doormat in the world of boots (Dynel [2009] p.34)

When you walked into the well what I would call a cupboard but they classed
it as the bathroom (Steen [2010])

Language is not only used to communicate. Among the many and varied
uses of language, there is also the one of entertaining our addresses - and being
entertained in return. In (Steen [2008]), Steen cites a typical case of divertive
metaphors - which in general he assumes to be deliberate metaphors: the sports
newspapers headers, with their characteristic word-plays and other rhetorical
devices (p.223). Further examples of humorous metaphors can be found in
jokes (Steen [2014] p.183) and riddles. Actually, the expression ”humorous
metaphor” could stand for an umbrella concept grouping different phenomena,
as suggested by Attardo [2015]: funny metaphors, metaphors with an inherently
funny Vehicle and failed metaphors19 - among, possibly, many others. In all such
cases, however, the intention of the metaphor is the same, namely to entertain
the participants in the discourse. Metaphors can achieve this goal in various
ways - see the Resolvable Incongruity view in the previous chapter.

5.2.11 Social interaction

These metaphors focus on interpersonal relations, group or cultural conven-
tions and the like. The intention is to create or strengthen some bond between
producer and receiver. Here below I distinguish two typical cases:

Intimacy (social bond)

The intention is to stimulate intimacy between utterer and addressee hinging
on the sense of belonging to a group.

Sleepy Joe, Crooked Hillary20

18Following Dynel [2009], humor can be defined as potential for funniness. The category in
my taxonomy should be considered quite broadly as incorporating various forms of entertain-
ment. For instance, riddles can be entertaining without being necessarily humorous. They
would nonetheless be included in this category.

19For instance, Goatly [1997] reports various cases of asymmetric interpretations (p.125-
128), whereby an expression which was intended as a metaphor is not understood as such
or vice versa. The asymmetry often causes humoristic effects, which may or may not be
deliberately exploited by the producer.

20These are nicknames used by Donald Trump to refer to Joe Biden and Hillary Clinton, re-
spectively. Source: https://en.wikipedia.org/wiki/List_of_nicknames_used_by_Donald_

Trump
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These expressions from political jargon can be used - among other things -
to signal the fact of belonging to the same group. Trump’s supporters share the
common Grounds that allow for a correct interpretation. They can readily work
out the relevant referents and thus understand the metaphoric expressions; as
suggested by Cohen [1978] and Goatly [1997].

Empathy (emotional bond)

The intention is to stimulate empathy between utterer and addressee hinging
on emotive effects.

You are on the right track (Cameron [2003])

She passed away

As detailed in the last chapter, there is empirical evidence showing that
metaphorical language is more emotionally engaging (Piccirilli and Schulte ImWalde
[2022] p.299). In particular in educational settings, stimulating an emotional
bond between teacher and students might be highly important. As Cameron
[2003] shows metaphors are used, often in combination with humor, to miti-
gate negative feedback (p.135). This kind of metaphors seems to exploit the
”hiding” effect of metaphors studied in CMT. For instance, one might say ”She
passed away” vs ”She died” in order to be polite. The adoption of a metaphoric
expression - an euphemism in this case - avoids stressing the dramatic nature
of the described event. Other instances of metaphorical hiding used for social
purposes might be taboo talks, where certain Topics that can not be explicitly
mentioned are referred to through acceptable Vehicles (e.g. ”they slept together
last night”).
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Chapter 6

Corpus Annotation

This chapter provides a data-driven complement to the theoretical part of the thesis.
I first introduce the VUAMC, I describe how I built my dataset from it and how the
datatset was annotated with intentions. I preliminarily assess the reliability of my
annotation computing inter-annotator agreement on a subset of the data. Then, I
summarise the output of my annotation. Finally, I draw interesting conclusions from
my findings correlating attributed intentions with metaphor type, genre, novelty score
and POS.

6.0.1 Collecting the data

In order to collect data for the annotation, I considered a small sub-part of the Vrije
Universiteit Amsterdam Metaphor Corpus (Steen [2010]). This corpus was chosen
since it focuses on metaphor, it covers different registers, it contains metaphors in
different grammatical configurations and it has been extended in subsequent work
with important information (e.g. novelty scores for metaphor-related words). Here
below I summarise some of the key features of the corpus:

• Metaphoric expressions are identified following the MIPVU identification proce-
dure (Gerard J. Steen and Pasma [2010]). The basic idea behind the procedure
is the distinction between contextual and basic meaning of words. For more
details, refer back to Section 2.1.3 in this thesis.

• Fragments are collected from the British National Corpus Baby, which is a
reduced version of the BNC covering 4 registers. In particular, the BNC Baby
consists of four parts:

– Academic: 49,561 lexical units, 16 fragments

– News: 45,116 lexical units, 63 fragments

– Fiction: 44,892 lexical units, 12 fragments

– Conversation: 48,001 lexical units, 24 fragments

• The VUAMC encodes the following information at word level:

– Relation to metaphor (not related, related or borderline)
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– Metaphor type (direct, indirect, implicit)

– Signal (metaphor markers when present)

– Conceptual mappings (personification when present)

Recall the distinction among different metaphor types1:

• Direct : There is no contrast between the contextual and basic meaning. The
contextual meaning is also the basic meaning.
Example: ”He’s like a ferret.”

• Indirect : There is a contrast as well as comparison between the contextual and
a more basic meaning.
Example: ”Professional religious education teachers like Marjorie B Clark (Points
of View, today) are doing valuable work in many secondary schools.”

• Implicit : Due to an underlying cohesive grammatical and/or semantic link in
the discourse which points to recoverable metaphorical material.
Example: ”Naturally, to embark on such a step is not necessarily to succeed in
realizing it.”

Overall, my corpus consists of a total of 1214 metaphor-related words (MRW)2.
Throughout the chapter, I will sometimes talk about metaphors tout court, and I shall
be taken to mean MRW. These can be seen as ”proxies” for more complex metaphorical
phrases, whose analysis is left for future work. More specifically, I annotated:

• All direct metaphors. Total of 301 MRW. Note: all direct metaphors should be
cases of deliberate metaphor use according to Steen [2014].

• A subset of indirect metaphors. For indirect metaphors, I have exploited in-
formation on novelty score, as provided by Do Dinh et al. [2018]’s study. In
particular, I have downloaded all indirect metaphors from the VUAMC anno-
tated with novelty scores3 and divided them into 5 clusters: MRW with novelty
score in [1,0.6], (0.6,0.2], (0.2,-0.2], (-0.2,-0.6] or (-0.6,-0.1]. I have focused only
on the first two clusters, which correspond to the most novel metaphors. Total
of 913 annotations out of 3320 MRW.

The annotation took place in Excel worksheets with drop-down alternative selec-
tion. 11 categories were included, plus a ”dummy category” (??) to keep track of
cases where an intention could not be attributed, due to different reasons - to be dis-
cussed in the next section. The list of categories used for the annotation was thus the
following:

1Definitions and examples are taken from the Online version of the VUAMC available here:
http://www.vismet.org/metcor/about.html

2Note, however, that 237 cases where excluded from the final dataset, which consists instead
of 977 MRW annotated for single intention. The different reasons motivating an exclusion are
detailed in the following section.

3Note that non-content words like prepositions and auxiliary verbs (e.g. ”have”, ”be”,
”do”) are filtered out by Do Dinh et al. The range for novelty scores is [-1=very conventional,
1=very novel].
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Figure 6.1: Drop-down selection of intentions

While performing the annotation, I often felt the need to add one or two ex-
tra intentions. This reflects the fact that metaphors generally seem to serve more
than one purpose. Moreover, it was sometimes difficult to differentiate between
two quite close categories - e.g. Persuasiveness/Argumentative metaphor, Artistic
metaphor/Precision, Explanation/Heuristic reasoning. Following this last observa-
tion, I have decided to leave open the possibility to annotate metaphors with multiple
intentions, as detailed in the Annotation Guidelines (see Appendix).

6.0.2 Cases of exclusion

In some cases, the annotation with an intention from the taxonomy was not performed.
There are several reasons for this:

• Annotation unit. The VUAMC is a corpus annotated at word-level which takes
metaphor related words (MRW) as basic unit. For this reason, one might find
redundant instances of the same metaphoric phrase or expression in the corpus.
For the purposes of my research, however, a more appropriate unit of analysis
should be the phrase since the same intention is naturally attributed to all MRW
in a metaphoric phrase. Thus, whenever I could, I avoided to annotate different
MRW belonging to the same metaphoric expression.
Example: ”Dislocated from its political context it hangs like a piñata above the
teeming streets of the city decorative yet potentially explosive.”. In this case,
I annotated just the instance corresponding to the word ”piñata” and not each
MRW in the metaphorical phrase ”like a piñata above the teeming streets of the
city decorative yet potentially explosive”.

• Not enough context. In some cases, there was not enough context to assign an
intention. In general, it seems that a wider context could facilitate annotation
since intention is probably a discourse feature that potentially spans over sen-
tence level. Within the original dataset there were around 60 cases where I felt
that more context is needed in order to perform the annotation (especially in
Conversation genre). For some of them, I could still assign an intention, while
for 33 I could not. These instances were filtered out from the final dataset to be
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analysed.
Example: ”contraption!”

• Idioms. There is one kind of figurative language that should be distinguished
from metaphor. This is the case of idioms, that is, ”a group of words in a
fixed order that has a particular meaning that is different from the meanings
of each word on its own”4. What is common to idiom and metaphor is that
both are figurative uses of language in which the compositional construction of
meaning is violated. However, while idioms represent relatively fixed and stable
expressions within a linguistic community, metaphors are more productive and
can show variation. This is due to the fact that metaphor, as per CMT, requires
the activation of two conceptual domains, from which diverse elements can be
drawn and mapped.
Example: ”Even so, no room to swing a cat.”

• Conventional interjections. Some highly conventionalized interjections were also
excluded, since, just like idioms, they do not seem to require any metaphorical
interpretation in terms of meaning transfer.
Example: ”Bloody hell!”

• Noise. Finally, there were very few cases of noise which is probably due to some
error in the extraction of the data (item not found or not related to metaphor
in the online version of the VUAMC) or might be already present in the corpus
(not clear if expression is metaphorical).
Example: ”No, not amorous: randy, we have a word for that.”

6.1 The annotation

6.1.1 Annotation procedure and guidelines

The procedure for the annotation of direct and indirect metaphors consists of two key
steps:

1. In the first one, the annotator should distinguish lexicalized metaphors from
other types of metaphors. If they perceive some intention behind the metaphor
other than mere communication, then they shall move on to step 2.

2. In the second step, the annotator is asked to assign up to three intentions to
the metaphor under analysis. In order to complete the task, they are provided
with a table listing the taxonomic categories, each with its description and some
paradigmatic examples.

The full guidelines to be adopted for the annotation can be found in the Appendix.
In the guidelines, I provide a detailed description of the sequential steps to be followed
during annotation. I also work out at length an example of annotation performed
following the guidelines.

6.1.2 Annotation reliability

In order to assess the reliability of my annotation, I asked to another expert coder to
annotate a subset of the data. The subset was built in such a way that it is represen-
tative of the whole corpus. More specifically, I randomly selected 200 metaphors from

4From the online Cambridge dictionary: https://dictionary.cambridge.org/

dictionary/english/idiom
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the corpus, respecting the original proportions between the different metaphor types5.
Thus, the subset consists of:

• 50 direct metaphors,

• 14 indirect metaphors with novelty score in [1-0.6], and

• 136 indirect metaphors with novelty score in (0.6-0.2].

55 distinct items were judged as problematic by either or both of the two annota-
tors. I decided to compute reliability only on the remaining 145 metaphors, where at
least one intention was assigned by each annotator.

Inter-annotator agreement measures how much annotators agree on the annotation
of a language resource (LR). In general, it serves as a proxy for the quality of the
annotation and as an upper-bound to the performance of any model based on the LR.
In my case, computing an agreement score is essential also as a preliminary validation
of the taxonomy: if there is low agreement, this may be due to some issues in the
choice of categories or in the way they are presented in the annotation guidelines.
In order to compute agreement, I relied on Cohen’s kappa (κ), which is a common
measure of pairwise agreement (Artstein and Poesio [2008]). It estimates and takes into
account the chance of random agreement between annotators. This metric assumes
that each coder assigns only one category to each item. Thus, some adjustments
needed to be made in order to compute κ. For the observed agreement, I counted as an
agreement instances where both annotators assigned at least one intention in common.
For instance, if Annotator1 assigned intentions x,y and Annotator2 assigned intention
x to a given metaphor, this would count as an agreement. The observed agreement is
0.56. In order to estimate the probability of agreement by chance, instead, I decided
to consider only the first attributed intention. This choice inevitably disregards useful
information but it makes it possible to compute Cohen’s kappa in a straightforward
way6. Here is a table summing up the output of the annotations:

Annotator1 (me) Annotator2

Lexicalized metaphor 65 67
Persuasiveness 7 17
Argumentative metaphor 4
Vividness 9 15
Precision 5 11
Artistic metaphor 13
Imageability 18 31
Explanation 8
Heuristic reasoning 11 4
Humour 4
Social interaction 1

5The proportions found in the corpus are: 24,79% direct metaphors, 7,25% indirect
metaphors with novelty score in [1,0.6] and 67,96% indirect metaphors with novelty score
in (0.6,0.2].

6I originally considered also another option, namely to implement ”weighted” counts. In
the same example as before, the annotation of x and y would count 0.5 each for Annotator1,
while the annotation of x would count as 1 for Annotator2. However, given the time constraints
I could not implement this solution.
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Since several categories were not assigned to any item by Annotator2, Laplace
smoothing was applied to the table so to avoid multiplications by zero. Thus,
each count was augmented by 1 and the number N of items was assumed to be
156. The resulting agreement score is κ = 0.43, which generally suggests week
agreement.

There might be several causes behind this fairly unsatisfactory result. First
of all, the annotation required is quite complex, dealing with fine-grained seman-
tic information and with many categories. The quality of the annotation could
be improved training the annotators or adding more details to the guidelines.
Secondly, due to time constraints no harmonization process could be performed.
This would have potentially helped to get a higher agreement both on the items
to be excluded and on the attributed intentions. Finally, information on second
and third attributed intention were not considered in the present calculation
of κ. The adoption of a more adequate metric, allowing more categories to be
assigned to a single item, would maybe enhance the agreement score.

6.2 The dataset

The whole corpus used for the present study consists of around 1.2k MRW col-
lected from the VUAMC. A number of instances were marked by the author of
the thesis as cases to be excluded, as detailed in the previous section. These
instances were thus filtered out from the final dataset. Each of the remaining
977 MRW was annotated with one intention from the taxonomy. This dataset
served as a basis for successive analyses, the output of which I summarize in
the following pages. In particular, I investigated possible relations between at-
tributed intention and genre, novelty score and part of speech (POS). A separate
subsection is devoted to each case of study in turn.

6.2.1 Genre

The genre of the discourse in which a metaphor appears should intuitively tell
us something about its presumed intention. In particular, one would expect to
find relatively more metaphors with a specific intention in extracts from certain
genres, and not from others. This is suggested also by Steen [2008], who claims
in passing that the function of a deliberate metaphor depends on the function
of the discourse in which it is found7.

In the following, I summarize the output of the annotation with information
on genre, intention and metaphor type. Counts have been plotted using the

7”In production, deliberate metaphor use may be conceptualized as a distinct rhetorical
strategy that senders utilize to achieve a specific discourse function [...] this may most clearly
have to do with the function of the discourse event in which language users are engaged.
Thus, metaphor may be used deliberately for divertive purposes in literature, advertising, or
journalism; or it may be used deliberately for persuasive purposes in advertising or in politics
and government communication, and so on.” (p.224).
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Seaborn data visualization library in Python8. The information on genres is
directly available in the VUAMC under four dedicated tags. In my graphs, I
adopt the following abbreviations:

Genre tag (from VUAMC) Abbreviation

ACPROSE (Academic prose) Aca
NEWS News
FICTION Fiction
CONVRSN (Conversation) Conv

Figure 6.2: Distribution of genres for metaphor types and intentions

Here below, I provide graphs with genre distribution for each category in
the taxonomy. The data are collected grouping all metaphors types together.

8More information regarding Seaborn can be found here: https://seaborn.pydata.org/
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Figure 6.3: Distribution of genres for individual intentions (all metaphor types)
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6.2.2 Novelty

Information on the novelty vs conventionality of metaphors is crucial for un-
derstanding how different intentions are reflected in different language choices.
In particular, certain intentions seem to correlate with highly conventional
metaphors, while others result in more original linguistic products. First of
all, I report the distribution of novelty scores across the different metaphors
types.

Figure 6.4: Distribution of novelty scores for metaphor types

In the next page, instead, I compare the distributions of novelty scores over
individual categories. In the first graph, I contrast the distribution over Lexi-
calized metaphor vs all other metaphors merged together. In the second graph,
I zoom in and plot distributions for each individual category. In this way, it
is easier to visualize which categories reproduce the general tendency of the
dataset and which, on the other hand, do not. Graphs are obtained through
displot function from Seaborn library and show probability densities9.

9A probability density is, loosely speaking, a function such that its integral over an interval
is equal to the probability of a continuous random variable falling into that interval.
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Figure 6.5: Distribution of novelty scores for Lexicalized metaphor vs other
intentions (all metaphor types)

To quantitatively estimate the degree of similarity between the general distri-
bution and the individual distributions, I compute their pairwise divergence. I
use first the Kullback–Leibler divergence (DKL) and second the Jensen–Shannon
divergence (DJS) - the former is not symmetric, while the second is symmet-
ric. In our case, the sample space is a finite set consisting of ranges of novelty
scores. Probabilities are derived from the probability distribution graphs ob-
tained using the histpot function from Seaborn library. After some fine tuning,
the optimal number of bins for computing probabilities seems to be 200. Thus,
each probability distribution is a 200-dimensional array where each coordinate i
is the probability of a random metaphor having novelty score in the i-th range.
In the table below, I summarize the output of the calculations for the different
divergences. I highlight in light blue the three distributions that are closest to
the general distribution, and in green the distributions that are the most far
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apart10:

P Q DKL(P,Q) DKL(Q,P ) DJS(P,Q)

General Lexicalized metaphor 0.2204 0.1961 0.0453
... Argumentative metaphor 0.2654 0.3238 0.0616
... Artistic metaphor 0.2175 0.2005 0.0493
... Explanation 0.546 0.6577 0.1299
... Heuristic reasoning 0.2222 0.2409 0.0531
... Humour 0.3763 0.4383 0.0914
... Imageability 0.4768 0.5103 0.1043
... Persuasiveness 0.3658 0.4422 0.0859
... Precision 0.4566 0.4357 0.0946
... Social interaction 0.9433 0.9433 0.2006
... Vividness 0.2397 0.2778 0.0573

Finally, here below are the mean novelty scores for each category. These will
serve as complementary data in my analyses. Values are computed merging all
metaphor types:

Figure 6.6: Mean novelty scores for individual intentions (all metaphor types)

6.2.3 POS

In order to analyse whether some intentions are typically realized in specific
grammatical categories, data on POS were also considered. In particular, the
VUAMC inherits the syntactic information encoded at word-level in the BNC11.
The latter utilizes a set of 57 tags to assign word classes to each lexical unit.

10Float point numbers are approximated at the 4th decimal.
11For more information, see: Manual to accompany The British National Corpus (Version

2) with Improved Word-class Tagging by G. Leech and N. Smith. Available here: http:

//www.natcorp.ox.ac.uk/docs/bnc2postag_manual.htm
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Each tag signifies a specific grammatical class of words and is denoted by a three-
character code, such as NN1 representing ”singular common noun”. Given the
relatively high number of different wordclass tags, I decided to build coarser
grammatical classes (called POS), clustering different tags together. Here is
a table specifying the POS classes and the wordclass tags falling into each of
them:

POS class wordclass tags

Adj (adjectives) AJ0, AJC, AJS
Adv (adverbs) AV0, AVP, AVQ
Noun (nouns) NN0, NN1, NN2, NP0
Verb (verbs) VBB, VBD, VBG, VBI, VBN, VBZ, VDB, VDD, VDG,

VDI, VDN, VDZ, VHB, VHD, VHG, VHI, VHN, VHZ,
VM0, VVB, VVD, VVG, VVI, VVN, VVZ

One final note before turning to the figures. The version of the VUAMC
used for this study is the one adopted by Do Dinh et al. [2018], since it contains
useful information on novelty scores. However, as written in their paper ”non-
content words like prepositions and auxiliary verbs (have, be, do) are filtered out
beforehand” (p.1415). Hence, I have not introduced a POS class corresponding
to prepositions. Moreover, one should bear in mind that figures for the verb
class might be underestimated. Data on indirect metaphors have been merged
(novelty score in [1,0.2]).

Figure 6.7: Distribution of POS for metaphor types and intentions

In the following page, I provide more fine-grained figures for indirect metaphors.
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Figure 6.8: Distribution of POS for individual intentions (indirect metaphors)

6.3 Qualitative analysis

In this section, I perform qualitative analyses and draw interesting conclusions
from my findings. In particular, I focus on possible correlations between the
perceived intention of a metaphor and its genre/novelty score/POS.

63



6.3.1 Genre

In general, my findings on genre partly support the claim that intentions behind
metaphors seem to correlate with the discourse genre in which the metaphor is
found. For instance, Artistic metaphor, Precision and Imageability are found
mostly in Fiction; Persuasiveness and Argumentative metaphor in News and
Academic texts; Social interaction in Conversation. However, reality is more
complex and suggests that drawing one-to-one correspondences would be too
simplistic. In most cases, instances of the same intention are found in all four
registers. Genre can thus help to track most common uses but not all uses.

• In figure 6.2, I plot how genres distribute over the different metaphor
types and over individual intentions. With regards to direct metaphors,
the three most common categories are Imageability, Artistic metaphor and
Precision/Vividness/Heuristic reasoning. All of these intentions are ex-
pressed more often in metaphors from Fiction texts. For indirect metaphors,
the most common category is Lexicalized metaphor, with a predominance
over the other categories that becomes more accentuated the lower nov-
elty scores get. These lexicalized metaphors with low novelty score most
likely correspond to the conventional metaphors, or even dead metaphors,
that are found in everyday language and constitute the bulk of metaphor
according to CMT. Apart from lexicalized metaphors, we see some vari-
ation among the two subsets of indirect metaphors considered. Indi-
rect metaphors with novelty score between 1-0.6 remain closer to direct
metaphors as for their perceived purpose: Artistic and Vividness cate-
gories are still within the top three. In addition, we find Persuasiveness
and Humour. With regards to genre, these metaphors are most com-
monly found in News. Finally, in indirect metaphors with novelty score
between 0.6-0.2 the most common categories, after Lexicalized metaphor,
are Vividness, Persuasiveness and Argumentative metaphor. The distri-
bution over genres is in this case more diverse, suggesting some variation
over individual intentions. To understand if this is actually the case, I rely
on successive analyses.

• Figure 6.3 zooms in to see how genres distribute over each intention cat-
egory individually. Data are obtained merging all metaphor types - thus
they are biased to represent indirect metaphors with novelty score between
0.6-0.2, which are by far the most numerous in my dataset. Lexicalized
metaphors are unevenly distributed over the four genres, with peaks on
Academic texts and Conversation. While the former can be explained as
cases of ”Technical language” (see Chapter 5), the latter might be due to
typical instances of ”metaphors we live by” which are used by speakers
since they are just part of standard, everyday English. With regards to Im-
ageability, Artistic metaphor and Vividness, the tendency found in direct
metaphors is confirmed: these metaphors are found mostly in Fiction.
These categories in fact reflect certain discourse goals that are particu-
larly relevant for literary texts. Explanation metaphors are mostly found
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in the Academic genre, as one might expect. Persuasiveness and Argu-
mentative metaphor are realized more often in News, which also makes
sense considering that the purpose of articles is, more often than not, to
convince the reader of a certain point, rather than objectively describe
some events. Interestingly, the only category showing the predominance
of Conversation genre is Social interaction. We can explain this given the
very intention behind this category, i.e. the stimulation of social bonds
between discourse participants. This goal can be achieved most easily in
conversational, rather than written, interaction.

6.3.2 Novelty

With regards to novelty scores, it is safe to claim that metaphors with differ-
ent perceived intentions show different degrees of conventionality. Taking into
account average novelty scores and estimated distributions, categories such as
Persuasiveness, Explanation, Humour and Artistic metaphor are generally more
original, while Lexicalized metaphor, Social interaction and Heuristic reasoning
are more conventional.

• Figure 6.4 plots the distribution of novelty scores for the different metaphor
types. The graph ”All” is obtained merging the three types and shows the
general tendency of the dataset. In particular, we observe two peaks in
novelty score, around 0.51 and 0.3312. Direct metaphors show a distribu-
tion similar to a normal distribution with mean 0.25. Given that the range
of novelty scores for direct metaphors in the dataset was the whole range
- namely, [-1,1] - this might suggest a slight tendency for direct metaphors
to be quite original. Indirect metaphors with novelty score in 1-0.6 tend
to accumulate towards the right end of the range, with a peak at 0.62.
Finally, indirect metaphors with novelty score in 0.6-0.2 roughly replicate
the general tendency, with peaks at 0.52 and 0.3213.

• In order to get a clearer idea of what might correspond to the two peaks
observed in the general distribution, in Figure 6.5 I zoomed in to see the
distributins for individual intentions. Figures are obtained merging in-
stances from all metaphor types together. The peak at 0.33 is mostly due
to lexicalized metaphors, which are the most represented in the dataset.
On the other hand, other categories seem to contribute more to the peak
at 0.51 - see ”Other intentions” in the first graph. Based on the second
graph, interesting observations can be made on individual intentions, too.
More creative metaphors with peaks around 0.5 are Imageability, Preci-
sion and Artistic metaphor. The same tendency is observed for persuasive

12Note that these values are to be taken as rough estimates and have not been explicitly
computed as exact maxima.

13It should be noted that the distribution of indirect metaphors over the whole range of
novelty scores is not available. This is the result of a design choice of the present study: the
lower the novelty score, the more lexicalized metaphors are expected to be found. Hence,
indirect metaphors with novelty scores below 0.2 were not considered, since they are less
interesting for investigating intentions.
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metaphors - this is actually quite unexpected. Social interaction is the
only category showing a single peak around 0.33, suggesting more conven-
tionality - recall that Social interaction metaphors have a grip on cultural
and sub-cultural bases.

• Computing divergence between probability distributions of novelty scores
is essential to confirm or reject hypotheses based on intuitive similarities
among the graphs. The output of the computations shows that overall
the categories with a distribution most similar to the general one are
Lexicalized metaphor, Artistic metaphor and Heuristic reasoning. While
the first result was expected, the last two are quite surprising and need
further investigation. On the other hand, most dissimilar distributions
with respect to the general tendency are the ones of Social interaction,
Explanation and Imageability, in line with the expectations.

• Data in figure 6.6 can be used as an approximation of the degree of con-
ventionality of the different categories. Intentions that result in metaphors
with highest means are: Persuasiveness, Humor, Explanation. On the op-
posite, Heuristic reasoning, Social interaction and Lexicalized metaphor
have the lowest average novelty scores. However, before drawing conclu-
sions one should consider also how error intervals - the black bars in the
graph - vary for the different categories, since these are unevenly repre-
sented in the dataset. In particular, figures for intentions that are poorly
represented - such as Social interaction, Explanation, Precision - are less
reliable. Interestingly, Explanation and Heuristic reasoning categories,
which otherwise are quite close in terms of their intentions, seem to show
different profiles when it comes to novelty. Explanation metaphors are
more original; they are likely used by experts to attract their addressee’s
attention and stimulate active thought. Heuristic reasoning metaphors,
instead, may be used to conceptualize certain Topics though Vehicles that
are quite conventional.

6.3.3 POS

Findings on POS show the greatest variation among metaphor types, with di-
rect metaphors mostly realized as nouns. A more complex picture is found, in-
stead, for indirect metaphors. Lexicalized metaphors consist typically in verbal
metaphors - even though nominal metaphors are also common. The categories
that are usually realized as nouns are Heuristic reasoning, Artistic metaphor,
Imageability and Humour. Finally, adjectives are common in the Persuasiveness
and Vividness categories.

• Figure 6.7 contrasts the distribution of POS over the different intentions
for direct and indirect metaphors. Direct metaphors show a clear prefer-
ence for nouns in all categories. Even though data may not be completely
reliable, this seems to reflect a general tendency that has to do with the
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very definition of direct metaphors14. The most typical case of a direct
metaphor is in fact a copula metaphor, where the verb be is followed by
a noun phrase with predicative function. Data on indirect metaphors -
merging novelty scores between 1-0.2 - seem to show, on the other hand,
more complex patterns.

• In Figure 6.8, I have plotted the distribution of POS over individual in-
tentions, focusing just on indirect metaphors. Interestingly, we see that
Lexicalized metaphors are typically realized as verbal metaphors, while
nominal metaphors are only at the second place. This finding is in agree-
ment with other studies in the literature claiming that verbal metaphors
are actually the most widespread - ref. to Chapter 2 in this thesis. Other
categories showing a predominance of verbal metaphors are Vividness and
Precision. Nouns are the most common POS for several categories, most
notably Heuristic reasoning, Artistic metaphor, Imageability and Humour.
Of some interest is the case of adjectives, which are typically selected for
Vividness and Persuasiveness. As a matter of fact, persuasive metaphors
might resort to adjectives to express a judgment in a more ”hidden” way,
avoiding explicit predication thought a copula construct hinging on a noun.
This differentiates Persuasiveness from the similar category of Argumen-
tative metaphor, which, on the other hand, is most typically realized in
nouns.

14In particular, recall that several instances of direct metaphor from the original corpus have
been filtered out from the final dataset since they constituted ”redundant” cases: several MRW
belonging to the same metaphorical phrase, all sharing the same intention. It may be that,
given the semantic predominance of nouns, I was biased in choosing a noun MRW instead of,
say, an adjective. As a committee member kindly suggested, the selection of one MRW from a
metaphoric expression could be automatized. For instance, quantitative semantic information
such as concreteness and/or imageability scores could be used to extract the word contributing
the most to the metaphoricity of the phrase.
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Chapter 7

Conclusion

In this thesis, I have addressed the general question of why we use metaphors in
our everyday linguistic exchanges. I have framed the answer in terms of inten-
tionality. In particular, building on Anscombe’s philosophy of action, I maintain
that such why-question is properly answered in terms of reasons for speaking
as we do - and not in terms of causes. The reasons that we may provide to
motivate our linguistic habits, as well as those of others, generally take the form
of perceived intentions, i.e. of discourse goals that the utterance is taken to
accomplish.

After having thus clarified the notion of intention that serves as theoretical
background for my enquiry, I have collected evidence from existing literature
and incorporated it into a novel taxonomy of intentions behind metaphor use.
The taxonomy can be used to annotate metaphors, as a first experience with
corpus annotation shows. Data collected from the VUAMC helped me to better
understand the nature of the different categories in the taxonomy and how these
are realized in different metaphor types, genres, novelty scores and POS.

7.1 Contributions and limitations of this study

This study contributes to the understanding of the relation between metaphors
and intentions. Clearly specifying what is meant by intention behind metaphor
use is crucial for any meaningful comparisons between different approaches.
Moreover, the taxonomy presented in this thesis is a first step towards the
systematization of the various findings on discourse goals that metaphors can
accomplish. Individual categories can now be investigated further or be rejected,
and missing ones can be introduced.

My thesis has inevitably also certain limitations, which call for future im-
provements:

• Annotation unit. As discussed in Chapter 5, there is a theoretical mis-
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match between the annotation of intentions and the corpus used for the
annotation, namely the VUAMC. While the latter is a corpus based on
word-level annotation, the same intentions seem generally to be shared
at least among all MRW in a given metaphorical phrase1. A more natu-
ral approach to the annotation of intentions would be to annotate whole
phrases - whenever present - and not just words. Thus, an improved anno-
tation of the VUAMC would require to merge redundant instances linked
to the same phrase and aggregate novelty scores, assigning them directly
to phrases.

• Unbalanced dataset. The dataset used for my analyses is unbalanced in
terms of metaphor types, but also categories represented. This is fine for
the present study, since in this way it was possible to estimate the relative
frequency of direct/indirect metaphors and of the different intentions in
the original corpus. However, a more detailed investigation of the indi-
vidual categories might require enlarging the dataset or adopting another
corpus. For example, the Social interaction category was assigned only to
27 instances - too few for accurate statistics.

• POS missing. Given the need for novelty scores, the dataset is a subset
of the Do Dinh et al. [2018]’s version of the VUAMC, which filters out
prepositions and auxiliary verbs. Thus, there are no data correlating the
grammatical category of prepositions to the individual intentions. Also,
the figures on verbal metaphor are underestimated. Incorporating prepo-
sitions and auxiliary verbs might validate the present findings or reveal
unseen tendencies.

• Few annotators. The annotation of the corpus was performed almost
entirely only by the author of the thesis. Another expert coder annotated
200 metaphors, allowing the computation of an agreement score. The
scarcity of annotators is thus a major limitation of the present study.
More coders are needed in order to enhance the annotation reliability and
to enlarge the annotated dataset.

7.2 Directions for future research

As metaphor is itself a multidisciplinary topic, also this study can be the starting
point for successive work in different fields:

• Philosophy of Language. The approach to intention adopted in this thesis
can be seen as an ”application” of Anscombe’s theory of action to the
domain of metaphor studies. The notion of reasons for speaking could
be further analysed and applied in general to linguistic phenomena other

1For instance, in ”as an encapsulisation of stereotypical images of Mexico” the annotation
currently refers to encapsulisation only but is actually informed and may be linked to the
whole phrase.
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than metaphor. It could serve as a paradigm for any inquiry into why
people resort to different forms of figurative language.

• Psycholinguistics. At the present stage, the process of intentions attribu-
tion is linked to the interpretation of metaphor. However, as Gibbs et al.
[1991] suggest, perceiving an utterance as produced by an intentional agent
does make a difference already in comprehension. Thus, some experiments
could be implemented to test whether the perception of intentional agents
with specific intentions might also affect comprehension.

• Natural Language Processing. Quite recently, the question of why metaphors
are sometimes preferred to their literal alternatives has attracted the
attention of the NLP community. In particular, Piccirilli and Schulte
Im Walde [2022] evaluate different models based on discourse features on
a prediction task (metaphoric vs literal expression). However, none of
their models performs well (p.303). A possibility could be to incorpo-
rate information on the perceived intention of target expressions and see
whether performances increase significantly.

70



Appendix A

The annotation guidelines

In this task, you are asked to annotate the intentions behind direct and indirect
metaphors. For each sentence you are presented with, please annotate the text
delimited by <b> and < /b>. For instance, in the sentence ”Usually the
slightest whisper travelled like jungle <b>drums< /b> through the world of
fashion” you should annotate the word ”drums”, following the steps that are
detailed below.

• Step 1: decide if the metaphoric expression could be avoided.

If there are (literal) paraphrases that would convey roughly the same
message in the given context, please continue the annotation and pro-
ceed with Step 2. If you cannot think of any paraphrase that avoids the
metaphor and would work just fine, then mark the metaphor as a Lexical-
ized metaphor and skip Step 2.

• Step 2: select categories from the taxonomy of intentions.

In this step, you are asked to select a possible intention behind the metaphor
you are analysing. The list of categories that you should use is the fol-
lowing one: Persuasiveness, Argumentative metaphor, Vividness, Preci-
sion, Artistic metaphor, Imageability, Explanation, Heuristic reasoning,
Humour, Social interaction. If you think that more intentions might play
a role, feel free to select multiple categories - up to a maximum of 3.

A.1 Explanation

A.1.1 Lexicalized metaphors

To discriminate between lexicalized metaphors and other metaphors, try to
think about the subject matter (the Topic) of the metaphor. If the metaphor is
just the most common way to talk about the Topic, then mark it as Lexicalized.

71



On the other hand, if the metaphor could be avoided, and the intended mes-
sage could be expressed in a different way, then the metaphor is not lexicalized.
Consider the following examples:

Lexicalized Sentece Explanation
Yes Do you <b>follow< /b>? The speaker is asking the hearer if they

are ”following” (most likely) their words.
This simply reflects the way in which we
generally conceptualize discourse, namely
in spatial terms (e.g. as a path).

No Usually the slightest
whisper travelled like jun-
gle <b>drums< /b>
through the world
of fashion.

The noun ”drum” is not commonly
used to talk about fashion. One could
express the intended message through
the following paraphrase ”Usually the
slightest whisper spread very fast and
loud though the world of fashion”.

A.1.2 Intention categories

For Step 2, try to think of which communicative goals the metaphor might ac-
complish better than its paraphrases. To decide which intention(s) to select,
refer to the following overview of the taxonomic categories. Each item is pro-
vided with its description and some paradigmatic examples.

Intention Description Examples
Persuasiveness Using the metaphor to

refer to the Topic, the
author gives it a non-
neutral connotation, which
is not motivated on explicit
grounds. The intention is
for the audience to adopt the
utterer’s positive or negative
attitude towards the Topic.

• The <b>ramshackle< /b> Whitley
Council negotiating machinery is
the other reason why the ambulance
workers have lost out.

• America may have changed Presidents
a year ago, but the fiscal ticket remains
as <b>inpenetrable< /b> as ever.

• An atmosphere <b>poisoned< /b> by
mistrust.

Argumentative metaphor These metaphors are part of
explicit arguments intended
by the author to convince
the audience of a certain
claim. The intention is to
support the argument, to
make it more compelling
for the addressee.

• The effect is rather like an extended
<b>advertisement< /b> for Marlboro
Lights.

• There was already a rather perfunctory
air to the Queen’s visit three years
ago, as if it were just a required
<b>coda< /b> to her tour of China.

• But the villages are dying, becoming
suburbs or <b>dormitories< /b>
where few people work but many sleep.
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Vividness The intention is to express a
certain feature of the Topic
in an impressive way. The
metaphor often constitutes
a hyperbolic expression
intended to strike the
addressee for its intensity.

• But it struck with the speed of an
attacking <b>snake< /b>.

• Four of the absentees suffered the
<b>squirming< /b> discomfort of
being among the Welsh squad.

• That girl is serious about giving it up,
real serious, <b>heavy< /b> serious!

Precision The intention is to express
a single, specific feature of
the Topic. In most cases,
the author is recurring
to figurative language
to describe a peculiar
emotion or sensation that
would lose its specificity
if paraphrased literally.

• Relief surged through her like a physical
<b>infusion< /b> of new blood.

• But the worst happens and you reel
from it, you <b>stagger< /b>, the
shock is enormous, and then you begin
to recover.

• So and she was, she was <b>moaning<
/b> away like sort of oh we alright!

Artistic metaphor These metaphors are used
to predicate at once a
whole set of features of
the Topic. These features
need not to be all clearly
determined in advance.
Ultimately, the intention is
to stimulate the receiver’s
creative interpretation.

• To her, the long summer days had
stretched ahead, <b>world< /b>
without end.

• Amaldi dodged the American
invitation, perhaps because (with Rome
liberated) Fermi’s <b>mantle< /b>
in physics had fallen on his young
shoulders and there were younger
minds to teach.

• The summer’s <b>sprawl< /b> begins
to be oppressive at this stage in the
year and trigger fingers are itching to
snip back overgrown mallows, clear out
the mildewing foliage of golden rod
and reduce the overpowering bulk of
bullyboy ground cover.

Imageability The intention is to help the
addressee to form a metal
image of the Topic, to get
an idea of how it looks like.
Evoking a more concrete
and common domain, the
metaphoric expression
boosts the audience’s
capacity for imagination.

• Its conically-roofed tower, hugged
about by a brood of smaller roofs
shaped like candle <b>snuffers< /b>,
is visible for miles.

• He strokes its side, which is white and
marked with round patches of black,
like <b>islands< /b> on a näıvely
drawn map.

• They picked up power from a
<b>spider< /b>’s web of unsightly
overhead wires.
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Explanation These metaphors are used
for didactic purposes. The
intention is to explain a
new or already familiar
concept to the addressee.

• Canals within the algae stand out
as <b>rods< /b> in this kind of
preservation, which is common in
Ordovician rocks.

• Thus one can and must say, that
each fight is the singularisation of
all the circumstances of the social
whole in movement and that by this
singularisation, it <b>incarnates< /b>
the enveloping totalization which the
historical process is.

• The ego-identity of that person is
<b>shaped< /b> by these choices.

Heuristic reasoning The intention is to provide
an interpretative model for
a scientific theory, a work of
art, etc. The metaphoric ex-
pression is used to organize
the addressee’s conceptual-
ization of the Topic, based
on their prior knowledge
about another domain.

• It is her body as the <b>canvas< /b>
her appearance as art.

• It is as if it is walking through a
<b>minefield< /b>.

• At the moment, history is made
without being known (l’histoire se fait
sans se connâıtre); history constitutes,
we might say today, a political
<b>unconscious< /b>.

Humour The intention is to entertain
the addressee, to be funny.
Metaphoric language is
exploited for its divertive
effects, which would go miss-
ing in literal paraphrases.

• Not sure of the music policy,
but the name sounds like the
<b>ingredients< /b> of a takeaway
from a less salubrious Chinese.

• From there, like a <b>buzzard< /b>
in its eyrie, he would make forays
round the US and abroad in spite of his
advanced age.

• It ’s my life which is about to go down
the <b>plughole< /b>.

Social interaction These metaphors focus
on interpersonal relations,
group or cultural conven-
tions and the like. The
intention is to create or
strengthen some bond be-
tween producer and receiver.

• But I’m starting to think that
everything’s a turn-off for you,
<b>doll< /b>.

• Smoking heroin (”<b>chasing< /b>
the dragon”) was one feature of the
upsurge.

• Political correctness, just as
we suspected, will be perfectly
<b>grey< /b>.
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A.2 Example

Here below is one example annotated following the guidelines.

Allan Ahlberg says: ”In the past, a lot of children’s books seemed to be the
work of talented illustrators whose pictures looked brilliant framed in a gallery,
but when you tried to read the book, there was nothing there, because the

words started as a <b>coat-hanger< /b> to hang pictures on.”1

Step 1. This sentence from a news fragment is about old children’s books.
The author highlights the characteristic of these books of focusing more on the
quality of the illustrations, rather than on the narration. The words that make
up the story are metaphorically compared to coat-hangers. The utterer invites
us to think of the relation between the illustrations and the words as the one
existing between a coat and a coat-hanger. The latter is just instrumental, it
has no purpose or value in itself which is independent of the former. Through
the metaphor, the author predicates these features of the words in the children’s
books. The same message could have been conveyed in a literal way, along the
following lines: ”the words had no value in themselves, they were just instru-
mental for the illustrations”. Thus, the output of Step 1 is that the metaphor
is not Lexicalized and we may move on to Step 2.

Step 2. The metaphoric expression is used in this case to explain the
way in which illustrations and words are related in old children’s books. The
author invites the addressees to understand this relation in terms of the more
familiar and concrete relation between coats and hangers. For this reason,
the metaphor can be annotated as Explanation. It should be noted, however,
that also other intentions seem to play a role. For instance, one might read a
negative judgment of value in the author’s remark. Thus, the annotation could
also be Persuasiveness or Argumentative metaphor, depending on whether some
rational justification is given by the utterer to support their judgment.

1The example is taken from a News text in the VUAMC (document id: a1l-fragment01;
sentence id: 29).
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